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1	Introduction
SA2 Rel-17 calls for a new use case for TSN Grandmaster clocks supported within the context of TSN-5GS interworking wherein a TSN Grandmaster clock can be located at end stations reachable through a UE/DS-TT. This new Rel-17 use case involves two Uu interfaces in the 5GS path (i.e. the control-to-control communication use case) over which a TSN Grandmaster clock is relayed (i.e. from the 5GS ingress at a UE-DS-TT to the 5GS egress at another UE/DS-TT). 
Up to 540ns of uncertainty can be introduced when sending the 5G reference time over a single Uu interface and adjusting it using the downlink propagation delay value determined using the legacy Timing Advance method as described in [1]. Supporting a 5GS path that includes two Uu interfaces will therefore be problematic considering that 5G reference time based timestamping is used to measure the delay between 5GS ingress and 5GS egress (see Appendix B) and that the maximum uncertainty introduced when relaying a TSN Grandmaster clock from ingress to egress is limited to 900ns (per Table 5.6.2-1 of [2], reproduced in Appendix A below). For the Rel-17 URLLC/IIoT WI, RAN2 is therefore directed to investigate possible enhancements in the following area: 
· Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]
A long email discussion [Post111-e][924] is assigned to progress this topic after RAN2#111-e
[Post111-e][924][R17 URLLC/IIoT] Propagation delay for TSN (Nokia)
      1st phase: Agree on baseline scenarios and then for each scenario the high-level breakdown on the delay components and agree on assumptions.  Identify the aspects that RAN1 should investigate
      2nd phase: Identify the set of possible options to continue investigating and how they address each component 
In this paper, Ericsson’s inputs to this email discussion are summarized in Section 2.1 and Section 2.2 with our proposed answers to the questions in the LS [5]. In Section 2.3, we discuss the mobility issues that are not part of the email discussion. 
[bookmark: _Ref178064866]2	Discussion
2.1	On Uu Interface synchronicity budget target
From the LS [5], RAN1 discussed propagation delay compensation enhancements and the following agreements were achieved on the representative use cases for further study on propagation delay compensation enhancements in Rel-17.
	Agreements:
· Take the following use cases as the representative use cases for further study on propagation delay compensation enhancements in Rel-17. 

	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
(note)
	Service area 
	Scenario

	2
	Up to 300 UEs
	≤900 ns          
	≤ 1000 m x 100 m
	· Control-to-control communication for industrial controller

	4
	Up to 100 UEs
	<1  µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs


· For 5GS synchronicity budget requirement, 
· One Uu interface is assumed for smart grid. 
· Two Uu interfaces are assumed for control-to-control.



The end-to-end 5GS synchronicity budget includes a device component, a Uu interface component and a network component with assumed values as follows:
· 100 ns is the device component budget (per question 17 of [6])
· Network component budget (per question 19 and question 21 of [6])
· 160 ns in the control-to-control use case (assuming four equivalent gPTP hops)
· 100 ns in smart grid use case (assuming GNSS receivers at gNB)
· 5 ns is the granularity of the reference time (per question 18 of [6])
For the Smart Grid use case (use case 4 in the table above) this results in a per Uu interface synchronicity budget = 1000 ns – 100 ns – 100 ns – 5 ns = 795 ns.
For the control-to-control use case (use case 2 in the table above) the TSN GM clock is at the UE side, and this results in a per Uu interface synchronicity budget = (900 ns – 100 ns * 2 – 160 ns * 2 – 5 ns * 2) / 2 = 185 ns
Proposal 1: The Uu interface synchronicity budget for smart grid is 795 ns and the Uu interface synchronization budget for control-to-control is 185ns.
Proposal 2: RAN2 to reply in the LS indicating that the Uu interface synchronicity budget for smart grid is 795 ns and the Uu interface synchronization budget for control-to-control is 185ns.
Regarding question 20 of [6] (do you agree to assume a network budget of 2x Scenario 1 for scenario 2 (control-to-control, with GM connected to a node behind a UE)?), Ericsson believes a network synchronicity budget for Scenario 2 (control-to-control with 2 Uu interfaces) = 2x Scenario 1 (control-to-control with a single Uu interface) in order to capture the worst-case scenario among all possible network deployments. 
Regarding question 22 of [6] (is it important to signal the information needed by a UE to determine a downlink propagation delay value and a 5G system clock value in close time proximity?), Ericsson believes that it is important to signal this information in close time proximity but that it might be difficult to agree to a common value. So for the purpose of the evaluation and study Ericsson can accept that the uncertainty introduced by this potential source of uncertainty can be considered to be zero in the evaluation and study.

2.2	On Propagation delay compensation methods
The control-to-control use case with two Uu interfaces is the most demanding regarding the per Uu interface synchronization budget requirement that must be satisfied. This budget covers uncertainties due to signaling the 5G reference time from a gNB to a UE and the UE adjusting it to reflect the downlink propagation delay. 
Considering the current estimate of ~ 500ns uncertainty for a single Uu interface using the legacy TA based method for determining the value for propagation delay (see Table 6.3.4.2-2 of [7] and further updated analysis in [8]) the obvious bottleneck is the control-to-control use case with two Uu interfaces in the end-to-end 5GS path (i.e. use case 2 in the table above). This means that an enhanced method for determining propagation delay is needed to ensure that a synchronicity budget of < 200ns can be realized for a single Uu interface. There are inputs in the email discussion of [6] indicating that both TA-based and RTT-based methods are to be standardized to cater different use cases. We believe that fragmented solutions are not good for the eco-system and therefore only one needs to be specified.
Proposal 3: Only one enhanced method (either enhanced TA-based or RTT-based) for determining propagation delay is needed to allow for realizing a per Uu interface synchronicity budget of < 200ns.
Regarding question 23 of [6] (which node should conduct PD estimation (e.g. gNB or UE), and which node should conduct PD compensation?), it is expected that both the UE and gNB are to be involved in the estimation and potentially the adjustment of PD. Upon receiving additional feedback from RAN1 regarding a suitable method for determining the value for PD (see Proposals 3), this question can be further addressed along with other signalling details.
Proposal 4: RAN2 to wait for RAN1 inputs on which method to use for determining propagation delay before further addressing which node should conduct PD estimation (e.g. gNB or UE) and which node should conduct PD compensation.
Regarding question 24 of [6] (do you agree to use RAN1 agreed options as a basis for further evaluation in RAN2?), the use of a pre-compensation is possible when considering the specific method to be used for determining PD. For example, a gNB can first determine a value for downlink PD using gNB – UE signaling at which point it can send the UE 5G reference time information that has already been adjusted to reflect the PD. Alternatively, a gNB could choose to perform signaling with a UE to determine a PD value and send the UE an unadjusted 5G reference time in close time proximity with the PD related signaling. Once again, upon receiving additional feedback from RAN1 regarding a suitable method for determining the value for PD (see Proposal 2), this question can be further addressed. 
2.3	Maintaining 5G Reference time during mobility
Once a UE has received 5G reference time from a gNB and adjusted it to reflect downlink PD it is expected to maintain it with suitable accuracy until the next refresh thereof (e.g. UE implementations supporting the TSN – 5G interworking use case can be reasonably expected to support an acceptable clock stability such as that of a stratum 3 clock). At RAN2#110-e the following was agreed:
· UE can calculate/predict the reference timing based on DL timing information after receiving the referenceTimeInfo from gNB once. (No spec impact)
In other words, there is no UE clock drift issue in relation to the 5G reference time and RAN2 can consider a sufficiently stable UE clock so that it is not of a concern in propagation delay compensation context. 
Observation 1: 	A UE supporting the TSN – 5G interworking use case can be expected to support a sufficient level of clock stability such that it is of no concern in propagation delay compensation context.

However, a gNB may need to periodically refresh the 5G reference time using broadcast/unicast methods. The nominal periodicity of reference time delivery Tn is deployment dependent, for example, Tn can reflect inter-gNB clock stability and inter-gNB clock synchronization if multiple gNBs are involved to cover the control-to-control scenario.
During handover, a UE’s connection to the gNB which transmits the reference time might be lost temporarily. After a successful handover, a UE is connected to a second gNB for which there are delays in preparing reference time delivery from the second gNB, not only because of the propagation delay from this second gNB to the UE is different from the first gNB to the UE, but also because of the time it takes for the second (target) gNB to prepare the information comprising the reference time. This is depicted in the below Figure 1.
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[bookmark: _Ref52962315]Figure 1 Interruption time due to mobility
The interruption time needs to be considered when deciding the periodicity of the reference time transmission from the gNB. Due to the interruption, the worst-case delay between two reference time deliveries is t1 + t2. If the nominal reference time delivery periodicity Tn is once per t1, a non-zero interruption time t2 means that t1 + t2 > Tn. To mitigate the impact of the interruption time t2 the periodic refresh (t1) should be made smaller (more frequent) to help reduce the time from the last reference time transmission in the source cell until handover is finished. A smaller periodic refresh period means a large periodic signalling overhead on the Uu interface. On the contrary, reducing interruption time t2 in reference time delivery (due to handover interruption and target cell preparation time) can reduce periodic signalling overhead on the Uu interface. 
Observation 2: 	Reducing interruption time in 5G reference time delivery (due to handover interruption and target cell preparation time) can reduce periodic signalling overhead on the Uu interface. 
Therefore, it is beneficial for the target gNB to know that a UE needs reference time delivery as early as possible, for example, already in the ”Handover Request Command” in Xn interface. 
One may argue that in a factory deployment all gNBs may be aware that there are UEs needing reference time delivery and are ready to quickly provide such reference time on demand. It is worthwhile to point out that in Rel-16, RAN2 has agreed that it may not always be the case and RAN2 has specified a mechanism for a UE to request 5G reference time through RRC by UE assistance information. Re-transmitting this request from UE to the taget gNB after handover is definitely less efficient than forwarding them from source gNB to the target gNB directly.
It was mentioned that the handover interruption time can be zero with mobility enhancements features introduced in Rel-16. But, this is different from the above discussed issue regarding the target gNB preparation time. Even with zero handover interruption time, there is a need for the target gNB to acquire the knowledge that the UE needs reference time delivery so that the target gNB can prepare the reference time delivery early on. 
Lastly, as discussed above, the impacts seem to be limited to RAN3 and there are no clear RAN2 impacts yet. Since RAN2 is the leading group for this topic and RAN3 has not actively discussed this in Rel-16 (e.g., may not be aware of the UE request framework), we propose to indicate to RAN3 that it is beneficial to indicate to the target gNB that a UE needs reference time delivery from the source gNB.
Proposal 5: 	It is beneficial to indicate to the target gNB from the source gNB that a UE needs reference time delivery. The detail signallings are handled by RAN3. 
Proposal 6:      Send a LS to RAN3 to indicate that “It is beneficial for the source gNB to indicate to the target gNB that a UE needs reference time delivery.” 

3. Conclusion
In the previous sections we discussed the problem and potential solutions related to propagation delay compensation. The following observations and proposals are made: 
Observation 1: 	A UE supporting the TSN – 5G interworking use case can be expected to support a sufficient level of clock stability such that it is of no concern in propagation delay compensation context.
Observation 2: 	Reducing interruption time in 5G reference time delivery (due to handover interruption and target cell preparation time) can reduce periodic signalling overhead on the Uu interface. 
Proposal 1: The Uu interface synchronization budget for smart grid is 795 ns and the Uu interface synchronicity budget for control-to-control is 185ns.
Proposal 2: RAN2 to reply in the LS indicating that the Uu interface synchronization budget for smart grid is 795 ns and the Uu interface synchronicity budget for control-to-control is 185ns.
Proposal 3: Only one enhanced method (either enhanced TA-based or RTT-based) for determining propagation delay is needed to allow for realizing a per Uu interface synchronicity budget of < 200ns.
Proposal 4: RAN2 to wait for RAN1 inputs on which method to use for determining propagation delay before further addressing which node should conduct PD estimation (e.g. gNB or UE) and which node should conduct PD compensation.
[bookmark: _GoBack]Proposal 5: It is beneficial to indicate to the target gNB from the source gNB that a UE needs reference time delivery. The detail signallings are handled by RAN3. 
Proposal 6: Send a LS to RAN3 to indicate that “It is beneficial for the source gNB to indicate to the target gNB that a UE needs reference time delivery.” 
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5. Appendix A
The clock synchronization performance requirements for 5G system is described in the table 5.6.2-1 of the TS 22.104 V17.3.0 (2020-07). The representative use cases, which are agreed in RAN1 and are supported by a vast majority companies in the RAN2 email discussions [Post111-e][924][R17 URLLC/IIoT], are highlighted in the following: 
Table 5.6.2-1: Clock synchronization service performance requirements for 5G System
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
(note)
	Service area 
	Scenario

	1
	Up to 300 UEs
	≤900 ns 
	≤ 100 m x 100 m
	· Motion control
· Control-to-control communication for industrial controller

	2
	Up to 300 UEs
	≤900 ns 	
	≤ 1000 m x 100 m
	· Control-to-control communication for industrial controller

	3
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming

	3a
	Up to 100 UEs
	<1 µs
	≤10 km2
	· AVProd synchronisation  and packet timing

	4
	Up to 100 UEs
	<1  µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs

	5
	Up to 10 UEs
	< 50 µs
	400 km
	· Telesurgery and telediagnosis

	NOTE:	The clock synchronicity requirement refers to the clock synchronicity budget for the 5G system, as described in Clause 5.6.1.



6. Appendix B
An example of the two Uu interface use case is illustrated in Figure below where two UEs can be connected to different gNBs. After acquiring a value for the 5G reference time each gNB relays it to UEs under its control which are expected to adjust it according to the applicable downlink propagation delay (PD). 
Contributions to the uncertainty introduced when a UE receives and adjusts the 5G reference time for a single Uu interface therefore consist of: 
· Uncertainties related to UE acquisition of the 5G reference time
· Uncertainties related to the determination of downlink PD used to adjust the 5G reference time
The introduction of these uncertainties will occur regardless of the method used to determine the downlink PD. Possible enhancements to the legacy Timing Advance method as well as the possible use of an enhanced RTT method were discussed in [3] in an attempt to investigate which method has the potential for introducing a reduced amount of uncertainty when determining a value for the downlink PD. Both methods are seen as equivalent when considering the amount of uncertainty introduced by initial UE acquisition of the 5G reference time.
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TSN E2E Timing delivery case 2 – ingress at UE1, egress at UE2/UE3
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