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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]During GTW online RAN2#111-e session discussing R17 Uplink enhancements for URLLC in unlicensed controlled environments, there were split views on which protocol (NR-U or IIOT) should be the starting point for supporting IIoT on unlicensed spectrum, and/or if a mix of both should be studied. In this contribution we analyze and compare the different options to address this scenario.
Discussion
2.1. Options for IIOT on unlicensed spectrum
There are basically three options to address IIOT on unlicensed spectrum in R17:
· Option 1: Support both NR-U and IIOT CG protocols
· Option 2: Configure NR-U CG protocol only
· Option 3: Configure IIOT CG protocol only
We analyze the three options in the below sections.
2.2. Supporting both NR-U and IIOT CG protocols
This is the R16 approach which we analyzed in [1] and the conclusion is that NR-U autonomous retransmission feature can already address pending PDUs of deprioritized configured grants, and configuring IIOT’s autonomousTx on top is both useless and can lead to unexpected behavior in some configurations, so should be avoided. Hence, this option leads to Option 2.
Observation #1: There is no benefit in trying to support both NR-U and IIOT CG protocols altogether since in that case the NR-U CG protocol handles it all and IIOT is useless. 
2.3. Supporting NR-U CG protocol only
[bookmark: _Ref53065278]NR-U design for CGs
Autonomous retransmissions
· Autonomous retransmission in support of LBT failure
In NR-U, a CG which PDU has been delivered to PHY but which was blocked by LBT is still considered as “transmitted” by MAC, hence is addressed with “retransmission”. Using retransmission forces the UE to reuse the same HARQ process as the initial transmission. But when LBT fails often, it is inconvenient to wait for the next CGO with same HARQ process, so UE can assign a HARQ ID to any CGO, and signals it to gNB in CG-UCI embedded in the CG PUSCH.
In legacy, gNB schedules a retransmission for a given HARQ ID (indicated in the DCI for retransmission), but with above design, the gNB does not receive the CG-UCI when LBT fails, hence cannot schedule associated retransmission unless the CG configuration is configured with only one HARQ process, which is not the typical case. Therefore NR-U supports autonomous retransmissions on CG triggered by LBT failure: when a PDU was generated and LBT fails, the HARQ process is considered as “pending” and, when used on a CG, can only be used for a retransmission.


[bookmark: _Ref53064930]Figure 1: NR-U autonomous retransmission in support of LBT failure

· Autonomous retransmissions in support of transmission failure or DL LBT failure
NR-U autonomous retransmission is also used when the transmission failed (which requires configuring cg-RetransmissionTimer < configuredGrantTimer): for each successful decoding of a CG transmission, gNB must send back DFI-ACK to the UE, similar to LTE’s PHICH. There are two possibilities for UE to not receive any gNB feedback after a CG transmission with successful LBT:
· gNB cannot decode the CG-UCI, hence cannot identify the UE-selected HARQ process hence cannot provide feedback
· gNB can decode the CG-UCI, but may be unable to send the retransmission grant or DFI-ACK because of DL LBT failure(s).
That is why NR-U introduced the new timer with opposite behavior as legacy timer: when (new) cg-RetransmissionTimer expires, it means implicit NACK while when (legacy) configuredGrantTimer expires, it means implicit ACK. Therefore NR-U also supports autonomous retransmissions on CG triggered by cg-RetransmissionTimer expiry. Autonomous retransmissions must use the same HARQ ID as the initial transmission but can use a CGO from another CG configuration, with same TBS (NR-U allows HARQ sharing across CG configurations in same BWP). This can be viewed as a similar scheme as LTE’s non-adaptive synchronous HARQ for UL. It should be noted though that using the same TBS does not necessarily imply the same MCS. Indeed, for a given TBS, a larger resource size results in a smaller MCS and vice-versa. It results that an NR-U autonomous retransmission can happen with a higher (hence less reliable) MCS than the initial transmission. This is not desired for URLLC.
One benefit of this design is that, configuring cg-RetransmissionTimer to its lowest value (1 CG periodicity) allows an autonomous retransmission in support of a transmission failure to take place as early as on any next available (timeline-wise) CGO with same TBS after cg-RetransmissionTimer expiry (Figure 2). Even faster, since cg-RetransmissionTimer is not running, an autonomous retransmission in support of LBT failure can take place as early as on any next available (timeline-wise) CGO with same TBS (Figure 1).
On the other hand, in this design, the number of consecutive NR-U autonomous retransmissions in case of consecutive transmission failures is limited by the duration of the configuredGrantTimer which is not restarted by the retransmission(s) (Figure 2). Similarly, LBT failure does not stop the configuredGrantTimer. Hence, if it is running, consecutive autonomous retransmissions due to LBT failures are limited to the configuredGrantTimer range (Figure 3).


[bookmark: _Ref53060485]Figure 2: NR-U autonomous retransmission in support of transmission failure



[bookmark: _Ref53061306]Figure 3: NR-U autonomous retransmissions due to consecutive LBT failures is limited to configuredGrantTimer range
In other words, the new role of the configuredGrantTimer in NR-U is to provide a hard-limit, Nmax-Tx, to the number of allowed (re)transmissions for a given PDU where configuredGrantTimer = Nmax-Tx cg-RetransmissionTimer. Therefore configuredGrantTimer is expected to be typically configured to a much longer duration in NR-U compared with legacy R15 or R16 IIOT. And it does not matter since it is stopped by DFI=ACK. However the configuredGrantTimer is also started when a dynamic grant (either CS-RNTI or C-RNTI) is used with that HARQ process. In which case, it is used as in legacy i.e. no DFI=ACK is expected to stop it and the HARQ process is “locked” during the whole configuredGrantTimer duration. It can be further noted that Nmax-Tx plays the same role as maxHARQ-Tx in LTE [36.331] which sets the maximum number of transmissions for UL HARQ. However, there is no such RRC parameter in NR R15 because unlike in LTE, NR supports asynchronous adaptive HARQ in UL where the number of UL retransmissions is fully managed by the network, i.e. the network has full flexibility to decide at any time for any DRB when a retransmission failure is the last retransmission for a given HARQ process, and then decide to give-up in providing UL grants with non-toggled NDI. For configured grants, the network only needs to not provide any further retransmission grant and let the configuredGrantTimer expire which will release the HARQ process for a new transmission on an a next CGO associated with this HARQ process. So essentially, the NR-U design for UL HARQ somehow takes us back to the less flexible LTE scheme of synchronous non-adaptive HARQ with a configured (via configuredGrantTimer) limit on  the maximum number of (re)transmissions.

Handling of deprioritized PDUs
In [1] we analyze the possible coexistence of both protocols in R16 and observe that, if both cg-RetransmissionTimer-r16 and lch-BasedPrioritization are configured, the NR-U autonomous retransmission feature can also handle pending PDUs from deprioritized grants.

Impact of the DFI-ACK/NACK mechanism
NR-U uses the DFI-ACK/NACK mechanism to stop configuredGrantTimer and cg-RetransmissionTimer timers. Such mechanism is NR-U specific [38.212 Section 7.3.2.1.1.2] and unlike legacy R15 mechanism for HARQ retransmission, gNB response is required for every successful transmission which is the majority of transmissions. Hence, gNB behavior is much more power consuming and interference generator than legacy R15 mechanism and R16 IIOT.
gNB’s response time
In legacy, the configuredGrantTimer is dimensioned by the network based on the gNB’s latency to decode a TB and provide back a potential retransmission grant. Similarly, in NR-U, the cg-RetransmissionTimer is dimensioned by the network based on the gNB’s latency to decode a TB and provide back a DFI-ACK. However, in NR-U, gNB must first decode the CG-UCI before decoding the TB, hence the gNB’s response time is expected to be longer in NR-U. And since NR-U design requires configuredGrantTimer ≥ cg-RetransmissionTimer, it results that gNB’s response time is expected to be longer in NR-U compared to legacy R15 and R16 IIOT. In other words, R16 cg-RetransmissionTimer is expected larger than R15 configuredGrantTimer.
NR-U pros/cons summary
The below table provides a pros/cons summary of the NR-U protocol based on the analysis in Section 2.3.1.


Table 1: Pros/cons summary of NR-U CG protocol
	NR-U

	Pros
	Protocol already handles deprioritized PDUs by configuring cg-RetransmissionTimer < configuredGrantTimer [1]

	
	Performance: fast autonomous retransmission on any next CGO from any CG configuration with same TBS upon LBT failure, and after cg-RetransmissionTimer expiry for transmission failures

	Cons
	Complexity: Heavy protocol with large deviation from legacy:
· 1 new timer
· HARQ process pending/not pending concept
· gNB cannot schedule re-transmissions for CGs
· UE-selected HARQ process with associated CG-UCI in PUSCH

	
	Requires gNB to send DFI-ACK on every successful CG transmission: high gNB energy consumption and interference

	
	Performance:
· gNB-scheduled HARQ retransmission is not possible, unless only one HPID is configured for a CG config
· Retransmissions of configured grants are always prioritized over new transmissions, even if carrying low-priority LCHs
· gNB response time (DFI-ACK) is expected larger than legacy due to CG-UCI decoding 
· The number of consecutive autonomous retransmissions  is limited by the configuredGrantTimer
· Autonomous retransmission may use a less reliable MCS than the initial transmission



In conclusion, this is the simplest (least specification efforts) but with complexity and performance drawbacks inherited from NR-U, as captured in Table 1.
Observation #2: Supporting the NR-U protocol for handling IIOT CG features is the simplest approach considering the specification efforts, but with complexity and performance drawbacks inherited from NR-U.
2.4. Supporting IIOT CG protocol only
[bookmark: _Ref53489758]2.4.1	IIOT design for CGs
The IIOT autonomous transmission feature comes in support of pending PDUs due to deprioritized grants. Its mechanism can be summarized as follows:
· The PDU of a de-prioritized CG can be handled by:
· A retransmission on same HARQ process scheduled by gNB, as in legacy, (Figure 3-left) or
· Autonomous transmission (as a new transmission) in next CGO from same CG configuration and with same HARQ process (Figure 3-right).
· For a pending PDU, a gNB-scheduled retransmission disables further autonomous transmission of that PDU.
· A CGO cannot be used for autonomous transmission if the configuredGrantTimer of the associated HARQ process is running (as for legacy CG transmissions).
· IIOT disallows HARQ sharing across CG configurations in same BWP.
· There is no limitation on the number of autonomous transmissions consecutively applied to a PDU undergoing subsequent deprioritizations.




Figure 3: Options for handling a pending PDU of a deprioritized CG
The main benefit of this design is that it is close to legacy and inherits from legacy performance regarding HARQ retransmissions: 
· Prioritized configured grants which couldn’t be decoded by gNB are flexibly handled by gNB dynamic retransmissions, as in legacy, which can occur as fast as before the next CGO (Figure 3-left).
· There is no limitation on the number of retransmissions, as in legacy.
The drawback of this design comes from the limitation in reusing a CGO with same HARQ process and from the same configured grant configuration as the initial CGO for the autonomous transmission of a deprioritized CG. When multiple HARQ processes are configured for a configured grant, the autonomous transmission cannot take place on the very next CGO after it has been deprioritized, as illustrated in Figure 3-right. This choice was made in R16 to keep a simple design and also considering that if it was deprioritized, the traffic carried in the pending PDU was likely not too latency critical.

Another issue we identified is that in the rare case where a deprioritized and preempted CG PUSCH is still correctly decoded by gNB, all conditions for an autonomous transmission in the next CGO with same HARQ process remain met and the UE will send the pending PDU (which is useless).

Finally, the IIOT autonomous transmission feature currently does not handle pending PDUs due to LBT failures. The IIOT protocol requires being enhanced to allow pending PDUs due to LBT failure to be handled by autonomous transmissions. This can be simply fixed by adding LBT failure to the conditions for considering an UL grant as deprioritized as shown in Figure 5, which can be captured in Section 5.4.2.1 of TS38.321 with, for example, the below TP:
	3>	if a MAC PDU to transmit has been obtained:
4>	if the uplink grant is not a configured grant configured with autonomousTx; or
4>	if the uplink grant is a prioritized uplink grant:
5>	deliver the MAC PDU and the uplink grant and the HARQ information of the TB to the identified HARQ process;
5>	instruct the identified HARQ process to trigger a new transmission;
[…]
5>	if the uplink grant is a configured grant configured with autonomousTx; and
5>	if the transmission is performed and LBT failure indication is received from lower layers:
6>	consider the uplink grant as a deprioritized uplink grant;






Figure 5: Adding LBT failure to the conditions for considering an UL grant as deprioritized
2.4.2 IIOT pros/cons summary
The below table provides a pros/cons summary of the IIOT protocol based on the analysis in Section 2.4.1.

Table 2: Pros/cons summary of IIOT CG protocol
	IIOT

	Pros
	Complexity: Light protocol closed to legacy, low complexity

	
	Performance:
· Fast/flexible gNB-scheduled HARQ retransmission is supported, as in legacy
· No limitation on the number of retransmissions, as in legacy
· No limitation on the number of consecutive autonomous transmissions

	Cons
	Protocol currently does not handle pending PDUs due to LBT failure

	
	Performance:
· When multiple HARQ processes are configured for a CG configuration, autonomous transmission can only happen on the next CGO with same HARQ PID as the deprioritized CGO
· Autonomous transmission occurs even if the gNB could decode the partial transmission of the deprioritized CG (which is useless)


2.5. Conclusion on the options
Considering R17 IIOT operates in controlled environment, we expect LBT failure rate to be much smaller than the assumptions of R16 NR-U. In such case, we think the simpler IIOT protocol is way sufficient to handle those, with minimal upgrade as shown in Section 2.4.1. 
Observation #3: Supporting the IIOT protocol for handling LBT failures requires some minimum upgrade while leveraging a lighter protocol best-suited for IIOT performance-wise.
Observation #4: Considering the expected low LBT failure rate in controlled environment, the upgraded IIOT protocol should be sufficient to handle those.
Proposal: The IIOT protocol is taken as baseline for handling IIOT operation in unlicensed spectrum with controlled environment.
Conclusion
This contribution analyzed the various options for handling IIOT operation in shared spectrum with controlled environment and concluded the following observations and proposals:
Observation #1: There is no benefit in trying to support both NR-U and IIOT CG protocols altogether since in that case the NR-U CG protocol handles it all and IIOT is useless. 
Observation #2: Supporting the NR-U protocol for handling IIOT CG features is the simplest approach considering the specification efforts, but with complexity and performance drawbacks inherited from NR-U.
Observation #3: Supporting the IIOT protocol for handling LBT failures requires some minimum upgrade while leveraging a lighter protocol best-suited for IIOT performance-wise.
Observation #4: Considering the expected low LBT failure rate in controlled environment, the upgraded IIOT protocol should be sufficient to handle those.
Proposal: The IIOT protocol is taken as baseline for handling IIOT operation in unlicensed spectrum with controlled environment.
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