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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]At RAN#86 meeting, a new WI “Enhancements to IAB for NR” was approved [1]. One of the objectives is to specify topology adaptation enhancements.
After the last RAN2#111-e meeting, there is an email discussion#903 to identify the technical issues to address the above WI objective in RAN2 scope. During the email discussion, companies identified the following issues which need to be further discussed in RAN2 scope [2].
· ‎Issue 1: To discuss the IAB-specific enhancements ‎to support CHO for IAB-MT based on R16 CHO;
· Issue 2: To discuss whether DAPS can be used for IAB MT and the potential solutions based on R16 DAPS;
· Issue 3: To discuss enhancements to RLF indication;
· Issue 4: To discuss how to avoid recovery attempts at former descendent nodes for reduced service interruption due to RLF ‎recovery;
· Issue 5: To discuss whether to support local route selection beyond RLF.
Thus, in this contribution, we will further discuss the potential solutions on the above issues.
Discussion
CHO
In R16, some mobility enhancement technologies have been specified for reducing interruption, such as CHO and DAPS. Whether these mechanisms can be applicable for IAB network to reduce the service interruption due to IAB-node migration was discussed in the email discussion#903. For CHO, companies agreed to support Rel-16 CHO for IAB-MT as baseline. Whether IAB-specific enhancements are necessary can be further studied.
[bookmark: _Ref54353884]Proposal 1: R16 mechanism for CHO can be reused as baseline, e.g., the CHO execution condition and configuration information‎.

The IAB-specific enhancements can be discussed as two aspects, including the CHO execution condition and configuration information. For the CHO execution condition, R16 mechanism can be reused, i.e., A3/A5 events are fulfilled‎. Besides that, the IAB specific execution condition can be further considered, e.g., upon reception of BH recovery failure indication from its parent node.
[bookmark: _Ref54353889]Proposal 2: The IAB specific CHO execution condition can be further considered, e.g., upon reception of BH recovery failure ‎indication‎ from its parent node‎.

For the CHO configuration information, R16 mechanism can be reused. Besides that, for the migrating IAB-node, at least it’s necessary to include the default BAP routing configuration and IP address that is routable via the target IAB-donor-DU.
[bookmark: _Ref54353892]Proposal 3: The IAB specific CHO configuration information can be further considered, e.g., at least including the default BAP routing configuration and IP address that is routable ‎via the target IAB-donor-DU‎.

[bookmark: _GoBack]When migrating IAB-node executes CHO, the behavior of its descendant nodes/UEs should be further discussed. For intra-CU migration, after migrating IAB-node executing CHO procedure, the donor CU will re-configure its descendant nodes/UEs as R16 IAB intra-CU migration procedure. For inter-CU migration, the behavior of its descendant nodes/UEs can be discussed after the whole picture for inter-CU migration procedure is made by RAN3.
[bookmark: _Ref47103140][bookmark: _Ref54353895]Proposal 4: When migrating IAB-node executes CHO, the behavior of its descendant nodes/UEs should be further ‎discussed based on RAN3 progress on inter-CU migration procedure‎.

DAPS
In R16, DAPS is used for UE in PDCP layer when preforming handover to reduce the service interruption. Whether DAPS can be used for IAB-node was discussed in the email discussion#903. We think the term Dual Active Protocol Stack is well applicable to IAB in BAP layer, even though it is not used for PDCP layer. The benefit of DAPS is obviously to reduce the service interruption when IAB-node performs migration. During the email discussion, some companies have concerns on the specification effort to support DAPS for IAB-node. However, if we only allow DAPS for the migrating IAB-node, the specification efforts can be manageable. Almost all mechanisms in R16 DAPS can be re-used into BAP layer, which can be further analyzed as follows.
In R16 DAPS, the following essential aspects have been specified:
· Dual PDCP Protocol Stacks in UE‎;
· UE performs PDCP reordering in the same buffer;
· How to active DAPS;
· DAPS configured granularity;
· UL transmission and DL transmission during ‎DAPS execution;
· The ROHC and security procedure in PDCP layer during ‎DAPS execution.
To reuse R16 DAPS for the migrating IAB-node, when performing DAPS, the migrating IAB-node can establish two BAP Protocol Stacks corresponding to source and target cell, respectively. The migrating IAB-node can perform BAP reordering in the same buffer. Thus, some mechanisms should be specified, e.g., adding SN number for the BAP packet and BAP buffer size.
When the migrating IAB-node receiving HO command with DAPS configuration per RLC channel, the migrating IAB-node will perform random access to the target cell and execute the DAPS per configured RLC channel.
For UL transmission, the R16 UL switching triggering condition can be re-used as baseline, i.e., upon reception of the first UL grant from target cell. Other IAB-specific enhancements can be further discussed. For DL transmission, the source donor-CU can forward some BAP packets to the target donor-CU and the target donor-CU will transmit those BAP packets to the migrating IAB-node, which is similar as current R16 DL transmission in DAPS. Since there is no ROHC and security in BAP layer, it isn’t necessary to specify the ROHC and security procedure for the migrating IAB-node during ‎DAPS execution.
Based on the above analysis, the specification efforts are not significant to allow DAPS for the migrating IAB-node. The essential aspects, which need to be specified, include adding SN number for the BAP packet and performing reordering.
[bookmark: _Ref19032198][bookmark: _Ref37338932][bookmark: _Ref40961997][bookmark: _Ref47103133]Proposal 5: ‎Support Dual Active Protocol Stack only for the migrating IAB-node.
[bookmark: _Ref54353902]Proposal 6: ‎Suggest RAN2 to further discuss the details to support Dual Active Protocol Stack for the migrating IAB-node.

Enhancements to RLF indication
In R16, the BH link RLF notification types have been discussed [3]. The possible RLF notification types can be summarized as following in Table 1.
Table 1: BH link RLF notification types
	 
	Name
	Description

	Type 1
	‎“Plain” notification
	Indication that BH link RLF is detected by the child IAB-node

	Type 2
	Trying to recover‎
	Indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it.‎

	Type 3
	BH link recovered‎
	Indication that the BH link successfully recovers from RLF‎

	Type 4
	Recovery failure‎
	Indication that the BH link RLF recovery failure occurs‎

	Type 4X
	Indicating child nodes to perform RLF procedure‎
	It is implementation when the parent sending this indication, and the child node should perform RLF related ‎procedure when receiving this indication.‎



The Type 4 RLF notification has been already specified in R16. The Type 4X RLF notification is similar as Type 4. Thus, RLF notification Type 4 and Type 4X don’t need to be further discussed. RLF notification Type 1, Type 2 and Type 3 can be further studied in R17. In the email discussion#903, most of companies agree to introduce Type 1/2 and Type 3 RLF notification to reduce service interruption.
For RLF notification Type 1 or Type 2, when the IAB-node receives this indication, the IAB-node may reduce or stop the upstream transmission and try to find an alternative path to replace the one in problem. We think Type 1 and Type 2 RLF notification can be combined as one RLF notification, such as “BH recovering indication”. Whether and when the IAB-node need to pass the indication to downstream nodes can be further discussed. 
[bookmark: _Ref54353905]Proposal 7: ‎‎Support new RLF notification Type 1/ 2, such as “BH recovering indication”.
[bookmark: _Ref54353908]Proposal 8: ‎‎When the IAB-node receives “BH recovering indication” indication, the IAB-node doesn’t necessarily to perform cell re-selection. The detail behaviors can be further discussed.

For RLF notification Type 3, such as “BH recovered indication”, when the IAB-node receives this indication, the IAB-node may restart/resume the upstream transmission. If Type 2 notification is forwarded to the downstream nodes, then type3 could also be forwarded to child nodes.‎
[bookmark: _Ref47103151][bookmark: _Ref54353911]Proposal 9: ‎‎ Support new RLF notification Type 3, such as “BH recovered indication”.‎

How to avoid RLF recovery attempts at former descendent nodes
In R16, after receiving the RLF notification from its parent node, the IAB-node will re-select a cell to continue forward the backhaul traffic. But there may be an issue, e.g., topology looping, if the reselection is not restricted. For example, in Figure 1(a), the RLF recovery failure may happen in the BH link of IAB-node2. Then IAB-node2 sends the RLF notification to the IAB-node3. IAB-node3 will re-select a cell which can also support IAB. During the cell re-selection procedure, IAB-node3 may select IAB-node4 to establish the backhaul link. However, this will cause a loop like Figure 1(b) and the message cannot be transmitted to the IAB-donor successfully. If we only leave this issue into implementation, the service will be interrupted and longtime interval is needed for recovering due to the topology looping. Thus, some mechanisms are needed to avoid forming a loop during cell re-selection. For example, the migrating IAB-node can know the cell ID of its descend nodes and avoid selecting its descend nodes during RLF recovery.
[bookmark: _Ref47103156]Proposal 10: ‎‎Support migrating IAB-node to know the cell ID of its descend nodes and avoid selecting its descend nodes ‎during RLF recovery.



Figure 1: Cell re-selection due to BH RLF

Local route selection beyond RLF
In R16, the local re-routing is only supported in RLF. The benefit of this local re-routing mechanism is to reduce the service interruption and the backup path is under the donor-CU configuration. Whether this local re-routing mechanism can be used beyond RLF has been discussed in the email discussion#902 and #903 [2][4]. In our contribution [5], we also discuss this local re-routing issue can be performed in case of congestion. For example, when the congestion is happened in the child IAB-node, the IAB-node will perform local re-routing to find a backup path to replace the one in congestion.
Another example is the local re-routing issue can be performed when the IAB-node receiving the new RLF notification Type 1/ 2 such as “BH recovering indication”‎‎. However, this can be further discussed during RLF notification discussion.
[bookmark: _Ref54353918]Proposal 11: ‎‎R16 local re-routing mechanism can be re-used at least due to congestion in downstream.

Conclusion
According to the above discussion, the proposals on the above issues are as follows:
Proposal 1: R16 mechanism for CHO can be reused as baseline, e.g., the CHO execution condition and configuration information‎.
Proposal 2: The IAB specific CHO execution condition can be further considered, e.g., upon reception of BH recovery failure ‎indication‎ from its parent node‎.
Proposal 3: The IAB specific CHO configuration information can be further considered, e.g., at least including the default BAP routing configuration and IP address that is routable ‎via the target IAB-donor-DU ‎.
Proposal 4: When migrating IAB-node executes CHO, the behavior of its descendant nodes/UEs should be further ‎discussed based on RAN3 progress on inter-CU migration procedure‎.
Proposal 5: ‎Support Dual Active Protocol Stack only for the migrating IAB-node.
Proposal 6: ‎Suggest RAN2 to further discuss the details to support Dual Active Protocol Stack for the migrating IAB-node.
Proposal 7: ‎‎Support new RLF notification Type 1/ 2, such as “BH recovering indication”.
Proposal 8: ‎‎When the IAB-node receives “BH recovering indication” indication, the IAB-node doesn’t necessarily to perform cell re-selection. The detail behaviors can be further discussed.
Proposal 9: ‎‎ Support new RLF notification Type 3, such as “BH recovered indication”.‎
Proposal 10: ‎‎Support migrating IAB-node to know the cell ID of its descend nodes and avoid selecting its descend nodes ‎during RLF recovery.
Proposal 11: ‎‎R16 local re-routing mechanism can be re-used at least due to congestion in downstream.
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