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At RAN#86 meeting, a new WI “Enhancements to IAB for NR” was approved. One of the objectives is to consider on topology-wide fairness, multi-hop latency and congestion mitigation.
After the last RAN2#111-e meeting, there is an email discussion#902 to identify the technical issues to address the above WI objective in RAN2 scope. During the email discussion, companies identified the following issues which can be further discussed.
Topology-wide fairness:
· Issue 1: To discuss the definition of topology-wide fairness.
· Issue 2: To discuss how to achieve the topology-wide fairness.
Multi-hop latency:
· Issue 3: To discuss whether PDB management should be ensured.
· Issue 4: To discuss whether pre-emptive BSR should have any enhancement.
· Issue 5: To discuss whether scheduling decisions of IAB nodes should be enhanced.
· Issue 6: To discuss whether the number of LCGs per BH link should be increased.
Congestion mitigation
· Issue 8: To discuss what benefits on enhancements to DL HbH flow control can have over the Rel-16 baseline.
· Issue 9: To discuss what benefits UL HbH flow control can have over the commonly used scheduling procedures.
· Issue 10: To discuss whether local routing is performed in case of congestion.
In this contribution, we will further discuss the above issues on topology-wide fairness, multi-hop latency and congestion ‎mitigation.
Discussion
Topology-wide fairness
Based on the email discussion#902[1], the issues on topology-wide fairness have been discussed. Topology-wide fairness should be distinguished with load balancing. Load balancing focus on IAB-node that should schedule the child IAB-node and UE fairly. Topology-wide fairness requests that UE with different hops have the same QoS for the same service regardless of where a UE attaches to the IAB network.
In the email discussion#902[1], most of companies agree that topology-wide fairness cannot be met based on the existing R16 IAB baseline. Topology-wide fairness should be focused on UE experience rather than IAB-node. To define the Topology-wide fairness, in our point, any new end-user QoS metric is necessary to be defined based on the existing 5G QoS framework. Topology-wide fairness requires that UE experience the same QoS for the same service regardless ‎of the number of hops between the UE and the Donor CU‎.‎ 
Topology-wide fairness requires that UE experience the same QoS for the same service regardless of the number of hops between the UE and the Donor CU.
In R16, IAB-node doesn’t have the enough information to achieve the topology-wide fairness, such as the number of hops from donor-CU to UE. The latency will be different for the same service in the upstream or downstream for different UEs with different number of hops between the UE and the Donor CU. In R16, IAB-node doesn’t have the information, such as the number of remaining hops in the upstream or downstream. Thus, the traffic QoS for UE is difficult to be guaranteed.
For example, there are two UEs, i.e., UE1 and UE2. The number of hops between UE1 and donor-CU is 5, while the number of hops between UE1 and donor-CU is 3. Since each hop in the network introduces additional latency in the upstream or downstream. The latency in the upstream or downstream for UE1 is larger than UE2’s. In order to ensure the topology-wide fairness, the latency should be the same for the same service in the upstream or downstream for different UEs with different number of hops between the UE and the Donor CU. Thus IAB-node should be provided‎ with topology information‎, e.g., the number of remaining hops in the upstream or downstream, to prior scheduling the data transmission with larger number of remaining hops.
IAB-node is provided with topology information, e.g., the number of remaining hops in the upstream or downstream, to achieve the topology-wide fairness in R17. 

Multi-hop latency
Pre-emptive BSR
In R16, pre-emptive BSR was introduced to reduce the delays. The MT part of an IAB node can request uplink resources for the UL data transmission not only after it actually receiving the data to be transmitted from its child node using normal BSR, but also before it receives actual data using pre-emptive BSR. The IAB node can know the incoming data from the child node based on received BSR (Buffer Status Report) or UL grant provided to child IAB node or UE. In IAB network, the delays will be accumulated due to number of hops and aggregated volume of data at IAB nodes. Thus pre-emptive BSR has the possibility to reduce the latency significantly. We think the mechanism of pre-emptive BSR in R16 already works well. The benefit should be sufficient discussed if any enhancement on pre-emptive BSR is proposed.
Suggest RAN2 to discuss what benefits on enhancements‎ of pre-emptive BSR can have over the Rel-16 baseline.

PDB management
In R16, whether IAB-node can discard the packets which PDB cannot be met is left into implementation. If IAB-node does not discard the expired packets, it will have negative impact on the radio resource efficiency. Thus it’s necessary to discuss the mechanism on HbH PDB management in R17. 
Discarding the expired packets at intermediate IAB-node can improve the radio resource efficiency.
If the expired packets continually to be sent, it would increase the possibility on congestion. Thus, discarding the expired packets also has benefits for congestion mitigation.
Discarding the expired packets also has benefits for congestion mitigation.
Discarding the expired packets due to PDB limitation is supported.

Scheduling decisions
In R17, the topology-wide fairness and multi-hop latency has been discussed. Thus, how to reduce the multi-hop latency is an important issue. Scheduling decisions of IAB nodes need more information to reduce the multi-hop latency. We discuss this issue in section 2.1 for topology-wide fairness. As our proposal 2, IAB-node is provided with topology information, e.g., the number of remaining hops in the upstream or downstream, to achieve the topology-wide fairness in R17.

Number of LCG
LCG identifies the group of logical channel(s) whose buffer status is being reported by BSR. Currently, the length of LCG is 3 bits. LCID indicates the identity of the logical channel. The length of LCID is increased in R16 with 16 bits extension. For each LCG, the average number of LCID is about 213, if we consider that all the extension LCIDs are used. There may be a lot of LCHs in each LCG in R16. LCG is used for BSR or pre-emptive BSR, so that gNB schedules the UL transmission according to the LCG. This issue is more critical in IAB network, since there may be a lot of LCH used for transmission in BH link. If the number of LCG is increased for IAB-MT, the number of LCH will be reduced for each LCG. The scheduling in parent nodes will be more refined based on extension LCGs. 
Increasing the number of LCG per BH link can refine the scheduling.
The number of LCG for IAB-MT can be increased.

Congestion mitigation
In R16, HbH and E2E flow control mechanism was fully discussed. E2E flow control is in RAN3 scope. RAN2 doesn’t need to discuss it before any suggestions from RAN3. DL HbH flow control has been specified in R16.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: _GoBack]In R16 DL HbH flow control mechanism, parent IAB-node will reduce the data transmission of child IAB-node after receiving the DL HbH flow control message from child IAB-node. The DL HbH flow control mechanism in R16 may cause the long-term congestion of parent IAB-node, because the data transmission of egress link is reduced and the data transmission of ingress link isn’t reduced. In R17, there should be some enhancements on DL HbH flow control mechanism to avoid long-term congestion of parent IAB-node.
It is supported that parent IAB-node forwarding the DL HbH flow control message from child IAB-node to ancestor IAB-node, which can make ancestor IAB-node reduce the data transmission of parent IAB-node to avoid the congestion of parent IAB-node. It can reduce the DL long-term congestion of parent IAB-node.
It is supported that parent IAB-node forwards the DL HbH flow control message from child IAB-node to ancestor IAB-node.
In R16, UL HbH flow control is not specified. UL congestion mitigation is based on the UL grant. Parent IAB-node will reduce the UL grant of child IAB-node if parent IAB-node is congested. That would cause the long-term congestion of child IAB-node, because the data transmission of egress link is reduced and the data transmission of ingress link isn’t reduced. In R17, it should be supported that child IAB-node also reduced the UL grant of descendant IAB-node when it receives the UL HbH flow control message. This requires parent IAB-node should indicate the UL HbH Flow control message to child IAB-node. It can reduce the UL long-term congestion of child IAB-node, due to reducing the data transmission of descendant IAB-node.
In R17, UL HbH Flow Control can be supported.
It is supported that child IAB-node indicates the UL HbH flow control message from parent IAB-node to child IAB-node.
R16 DL HbH Flow control is a local mechanism, which can mitigate the congestion to the parent IAB-node. Since it can be applied in a hop-by-hop manner, the congestion will finally reach the IAB donor-DU. If local re-routing can be performed after IAB-node receiving the DL HbH Flow control indication, IAB-node will select another path for the data transmission. Local re-routing reduces the ingress link data transmission of child IAB-node and it doesn’t cause the congestion of parent IAB-node. Local re-routing will mitigate the long-term congestion of child IAB-node if parent IAB-node can perform the local re-routing. In R16, local re-routing is only performed when BH link is RLF. Thus, the enhancements on local re-routing mechanism‎ can be further studied.
If UL HbH Flow control is supported in R17, the local re-routing triggered by HbH Flow control can also be performed to mitigate the UL congestion.
Upon receiving HbH Flow control indication, the local re-routing can be performed to mitigate the congestion.
Conclusion
In section 2, we made the following observations:
1. Discarding the expired packets at intermediate IAB-node can improve the radio resource efficiency.
Discarding the expired packets also has benefits for congestion mitigation.
Increasing the number of LCG per BH link can refine the scheduling.
Based on the discussion in section 2, we propose the following:
1. Topology-wide fairness requires that UE experience the same QoS for the same service regardless of the number of hops between the UE and the Donor CU.
IAB-node is provided with topology information, e.g., the number of remaining hops in the upstream or downstream, to achieve the topology-wide fairness in R17. 
Suggest RAN2 to discuss what benefits enhancements‎ of pre-emptive BSR can have over the Rel-16 baseline.
Discarding the expired packets due to PDB limitation is supported.
The number of LCG for IAB-MT can be increased.
It is supported that parent IAB-node forwards the DL HbH flow control message from child IAB-node to ancestor IAB-node.
In R17, UL HbH Flow Control can be supported.
It is supported that child IAB-node forwards the UL HbH flow control message from parent IAB-node to descendant IAB-node.
Upon receiving HbH Flow control indication, the local re-routing can be performed to mitigate the congestion.
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