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Introduction
In last RAN#88 E-meeting, the Revised Work Item on NR Multicast and Broadcast Services was approved [1]. After lots of discussion, the objectives of NR multicast and broadcast that related to RAN2 including:
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
· Specify support for basic mobility with service continuity [RAN2, RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]
· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_IDLE/ RRC_INACTIVE states [RAN2, RAN1]:
· Specify required changes to enable the reception of Point to Multipoint transmissions by UEs in RRC_IDLE/ RRC_INACTIVE states, with the aim of keeping maximum commonality between RRC_CONNECTED state and RRC_IDLE/RRC_INACTIVE state for the configuration of PTM reception. [RAN2, RAN1].
RAN2#110-e is the first meeting of the Rel-17 NR Multicast and Broadcast Services work item. In this contribution we discuss the scope, requirement and architecture of this new work item aiming to achieve a common understanding of the work item.
Discussion
R17 MBS Scope
1. 5G NR architecture
Since 5G NR comprise of different deployment options like SA, EN-DC and NE-DC, each potentially deployed for different scenarios, the procedures and functions of NR Multicast are likely to become more complex. Thus, in the previous RAN email discussion, whether we should limit the study/work to NR SA or do any other architectures should be considered was discussed, and considering the complexity and time budget, majorities prioritized NR SA. In the WID, it’s described as restrictions and assumptions: High level MBS architecture, with the further restriction that only NR in NG-RAN (i.e. connected to 5GC) is considered as RAT. Consequently, in addition to in NR SA, there should be no reasons preventing the use of the feature standardized in this WI in case of MR DC configurations in the MCG when the MN is a gNB (NE-DC, NR DC). 
Considering the extra workload that could be caused by deployment of MBS in MR DC and the limited time, it’s better to focus on the study MBS in NR SA, or MR DC (NE DC, NR DC) could have a lower priority.
Proposal 1: The clarification of whether to limit the study/work scope of this WID to the option of NR SA is required
Another issue deserves discussion is the support of MBSFN transmission. In legacy MBSFN transmission, pre-configured MBSFN subframes are used, no frequency coordination is needed, and it could improve the performance of UEs on the cell edge by diversity transmission. But MBSFN transmission need the synchronization of cells belonging to a same MBSFN area, and it’s not flexible. 
In contrast to MBSFN transmission, the characteristics of single-cell PTM transmission covers the aspects of utilization of regular unicast subframes, group scheduling on PDSCH to allow for multiplexing with other traffic and using the PDCCH scrambled to a common Group-RNTI. This means it is dissimilar to the MBSFN, a feature of single cell-based operation renders using normal cyclic prefix (CP) and applying the same sub-frame structure with unicast. Thus, the SC-PTM is more suitable to be prioritized in the WID.
[bookmark: _Hlk47695566]Proposal 2: it proposed to reuses the SC-PTM mechanism as baseline with some potential enhancements in NR Multicast, including:
· Reusing the PDCCH scrambled with Group-RNTI for NR Multicast transmission;
· Reusing the logical channel design of SC-PTM control and data channel for NR Multicast transmission;
· Reusing the SC-PTM transmission mechanism for NR Multicast transmission;

2. Definition of PTM and PTP transmission
One objective of the WID is to support dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP). Regarding PTM/PTP, we note that in this sentence, multicast equals to PTM while unicast equals to PTP, but in our understanding, multicast is more like a service level concept, and PTM/PTP transmission are two different delivery modes of multicast in RAN side to transmit data to UEs, as mentioned in TR 23.757 [2] as follows. 
As defined in TR 23.757:
	Multicast communication service: A communication service in which the same service and the same specific content data are provided simultaneously to a dedicated set of UEs (i.e., not all UEs in the multicast coverage are authorized to receive the data).
Multicast session: A session to deliver the multicast communication service. A multicast session is characterised by the content to send, by the list of UEs that may receive the service and optionally by a multicast area where to distribute it. 



	From the viewpoint of RAN, (in case of the shared delivery) two delivery methods are available for the transmission of MBS packet flows over radio:
-	Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.
-	Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.



	The Multicast context ID and Multicast flow ID are assigned by the SMF. The SMF provides the Multicast flow information (packet filters, etc.) to the UPF.
If point-to-point (PTP) tunnelling is used in N3, the SMF provides RAN with Multicast context ID, Multicast flows and associated QoS information. The RAN responds with downlink tunnel information for the Multicast context. The SMF configures UPF with Multicast flows, associated QoS information and the downlink tunnel information.
If point-to-multipoint tunnelling is used (MB-N3), the SMF provides the UPF with MB-N3 tunnelling information. The SMF provides Multicast context ID, Multicast flows and associated QoS information and MB-N3 tunnel information to the RAN.



For PTM transmission, every UE in this mode may use group specific resources and group specific RNTI to receive multicast service data.  But for PTP transmission, UE may be allocated dedicated radio resource or RNTI to receive the service. Whereas, the transmission of multicast service data from CN to RAN is in the same way for PTP/PTM, by a common PDU session or tunnel, as shown in Figure 1. In other words, from core network entities’ point of view, both PTM and PTP are used to transmit multicast service. 


Figure 1 Traffic delivery method
Proposal 3:  The clarification of the definition of PTP/PTM transmission and their relationship with multicast or unicast from RAN side in this WID is needed to address the ambiguity. 
Regarding the objective of dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE. In SA2, there are some related discussion and progress, as addressed in [2]:
	MBS traffic needs to be delivered from a single data source (Application Service Provider) to multiple UEs. Depending on many factors, multiple delivery methods may be used to deliver MBS traffic in the 5GS. For clarity, delivery methods are not referred to as unicast/multicast/broadcast but as described below.
From the view point of 5G CN, two delivery methods are possible:
-	5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.
-	5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets packet to a RAN node, which then delivers them to one or multiple UEs



Proposal 4:  The clarification of scope that whether the RAN2 impact of the 5G CN - delivery methods needs to be investigated in the objective of dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity.
3. Comparison of MBS in different UE states
In LTE, MBMS mainly focuses on Public Safety and TV broadcasting. The UE could get the necessary information to receive multicast/broadcast data, which is broadcasted, no matter which state the UE is in. With this mechanism, LTE MBMS offers a best-effort service, and the UE experience is not assured, even UE is in RRC_ CONNECTED state.
In NR, there are some other new scenarios with multicast attribute, such as live concerts/sport events, online courses or live video streaming via smart phone, all the new scenarios are in RRC_ CONNECTED  state and have high requirements on the data rate and latency, which could be achieved by delivery mode switch, uplink feedback and e.t.c. Besides, these new RRC_CONNECTED state scenarios are more frequent and popular in the NR network. 
Observation 1: The deployment scenarios for RRC_CONNECTED state could be quite different from deployment scenarios for RRC_IDLE state.
Based on the analysis above, there are separate requirements and different attributes for MBS service in different UE state, which may result in different solutions for RRC_CONNECTED state and RRC_IDLE/INACTIVE state.  For legacy services like public safety or TV broadcasting which could be received by UE in RRC_IDLE state, with low latency or reliability requirements, solution design may focus on the basic multicast/broadcast scheduling, while for new scenarios like live concerts/sport events, online courses, reliability enhancements and service continuity are important.
Proposal 5: Separate solutions could be used for RRC_CONNECTED state and RRC_IDLE/INACTIVE state.
Requirements
1. None pre-defined multicast service
In LTE MBMS, all multicast services are pre-defined, who has fixed start time, end time and service area, such as TV broadcasting and Public safety. However, in NR, there are some other scenarios, for example live concerts/sport events or live video streaming via smart phone, online courses e.t.c. with multicast attributes appear. And the new scenarios in NR are dynamic, temporary, with unforeseeable service area, and the amount of the new scenarios is vast. All the characters of these new scenarios result in that it’s not suitable for them to be pre-defined as a multicast service, which may cause a lot of overhead. Also, the pre-define form may change users’ behaviour, which is unwelcomed by both users and content providers.
Therefore, we proposed to support none pre-defined multicast service, and it has been approved in SA2. RAN2 is kindly asked to study the support of UE triggered multicast service. 
Observation 2: RAN2 is kindly asked to study the support of pre-defined multicast service. 
2. Beam-granularity multicast service area
In LTE, there are two kinds of MBMS transmission: MBSFN and SC-PTM, and SC-PTM is more flexible compared with MBSFN since the transmission is limited in one single cell, no coordination or synchronization between cells is needed. Similarly, in NR MBS, we could also consider a more elaborate service area control with. Considering the introduction of beam sweeping in NR, it is reasonable to consider beam-level multicast service transmission area configuration or control. If the multicast service is provided per beam, network could locate the requested UEs more preciously, and avoid unnecessary transmission as well. Also, this consideration aligns with the objective of dynamic area control.
Proposal 6: A beam granularity multicast transmission/service area could be considered.
Conclusions
In this paper, we discuss the common understanding of NR MBS, and propose some new requirements. Proposals are as follow:
Observation 1: The deployment scenarios for RRC_CONNECTED state could be quite different from deployment scenarios for RRC_IDLE state.
Observation 2: RAN2 is kindly asked to study the support of pre-defined multicast service.
Proposal 1: The clarification of whether to limit the study/work scope of this WID to the option of NR SA is required.
Proposal 2: it proposed to reuses the SC-PTM mechanism as baseline with some potential enhancements in NR Multicast, including:
· Reusing the PDCCH scrambled with Group-RNTI for NR Multicast transmission;
· Reusing the logical channel design of SC-PTM control and data channel for NR Multicast transmission;
· Reusing the SC-PTM transmission mechanism for NR Multicast transmission;
Proposal 3:  The clarification of the definition of PTP/PTM transmission and their relationship with multicast or unicast from RAN side in this WID is needed to address the ambiguity.
Proposal 4:  The clarification of scope that whether the RAN2 impact of the 5G CN - delivery methods needs to be investigated in the objective of dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity.
Proposal 5: Separate solutions could be used for RRC_CONNECTED state and RRC_IDLE/INACTIVE state.
Proposal 6: A beam granularity multicast transmission/service area could be considered.
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