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1   Introduction
In our companion tdoc [1] we focused on the following objective of the Rel-17 IAB WI and all 3 of its components:
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

In the present tdoc we zero in on topology-wide fairness, revisiting it in greater detail.
2   Introduction
Topology-wide fairness is perhaps the aspect of this WI where we have least Rel-16 work to fall back on. While working on Rel-16, the assumption was that fairness would be enabled by implementation and ensured by operators. For any normative solutions, we need to perform first some very basic steps:

· How to define it/agree on the fairness KPI(s)

· This could be linked to load balancing – load balancing ensures a more efficient use of routes

· It could also be linked to ensuring all access UEs get the same treatment/can be offered same QoS, and this is linked to topology but also routing

· And finally, it could take into account radio-aware scheduling

· We then need to pin-point the appropriate techniques needed to achieve those fairness KPIs, and see if work is needed on top of the Rel-16 baseline
3   Measure(s) of topology-wide fairness and related actions
Topology-wide fairness could be defined as a reduction in congestion and balancing out of the load across different paths and nodes (relative to capability of individual nodes and throughput at individual paths). In other words, topology-wide fairness could be defined as a fair and equitable use of resources (while still achieving key performance KPIs such as QoS).
Topology-wide fairness could also be linked to ensuring all access UEs get the same treatment/can be offered individually required QoS (prioritization is possible).
Another aspect that could be linked to topology-wide fairness is radio-aware scheduling. This is not a relay-network specific term and refers to scheduling based on link status and use of available time/freq. resources which is well-matched to requirements of data. What may make this IAB specific is the access/backhaul resource split.
The Table below summarizes some aspects (potential components) of topology-wide fairness, and adequate actions/techniques that can be used to achieve the targets set:

	Components of topology-wide fairness
	Appropriate actions to be taken

	Balancing out the load across different paths and nodes
	SON, local load balancing, congestion mitigation (flow control)

	Equal treatment of all UEs and IAB-MTs
	Routing across the backhaul, scheduling on individual links

	Radio-aware scheduling
	Radio-link aware scheduling on individual links, congestion-aware scheduling, dynamic split between access and backhaul resources


Proposal 1: RAN2 will consider the following components of topology-wide fairness:
- Balancing out of the load across different paths and nodes (relative to capability of individual nodes and throughput/conditions at individual paths);
- Equal treatment of all UEs and IAB-MTs (taking into account any prioritization);
- Radio-aware scheduling.

4   On centralized vs. distributed approaches
When designing methods that ensure topology-wide fairness, we need to take Rel-16 SON work as the foundation upon which to build on. Specifically, Rel-16 SON defines the load information reporting from gNB-DU to gNB-CU, which can be considered as the load reference at the IAB donor CU. Thus, Rel-17 IAB work should consider how Rel-16 SON can be adapted to fit our purpose of load balancing.

This would be a centralized approach. There is also load balancing related to local routing, and we should not limit local decision-making just to the case of RLF (as we did in Rel-16). Both load balancing among IAB nodes based on SON and more local measures based e.g. on estimate of local traffic at BAP should be considered.

Proposal 2: RAN2 will include in its work on topology-wide fairness both load balancing among IAB nodes based on SON, and more local load balancing based on measures such as e.g. estimates of local traffic at BAP.
5   Conclusions

In the present tdoc, we zero in on topology-wide fairness, revisiting it in greater detail. We propose the following:
Proposal 3: RAN2 will consider the following components of topology-wide fairness:
- Balancing out of the load across different paths and nodes (relative to capability of individual nodes and throughput/conditions at individual paths);
- Equal treatment of all UEs and IAB-MTs (taking into account any prioritization);
- Radio-aware scheduling.

Proposal 4: RAN2 will include in its work on topology-wide fairness both load balancing among IAB nodes based on SON, and more local load balancing based on measures such as e.g. estimates of local traffic at BAP.
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