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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
A new WID [1] had been agreed in RAN#86 and it has been further confirmed in RAN-88e for IAB enhancements, wherein topology enhancements are one of the objectives in the WID:
	· Topology adaptation enhancements [RAN3-led, RAN2]:
· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
· Specification of enhancements to topological redundancy, including support of CP/UP separation.



In this contribution, we would like to discuss the inter-CU migration enhancements based on the initial discussion in TR38.874 [2] and the topology redundancy discussion in Rel-16 work item phase.
2. Discussion
2.1 Inter-CU migration procedure in TR 38.874
For inter-donor topology migration, the migrating IAB network leaves the source CU network and setups the connection to the target CU network. As illustrated in Figure 1 (Figure 9.7.6.2 in TR 38.874), when the migration procedure from source CU network to target CU network is triggered for IAB N1, IAB N1 and all its downstream nodes, migrate from the source CU network to the target CU network in the same migration procedure.
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[bookmark: _Ref46837835]Figure 1 illustration of inter-donor IAB migration
Observation 1: Once the inter-CU migration is triggered for an IAB-node, this IAB-node and its downstream nodes (IAB-node or UE) migrates from the source CU network to the target CU network together.


[bookmark: _Ref47424387]Figure 2 Procedure for adaptation of ST topology as shown in Figure 9.7.6-1 [2

In TR 38.874[2], inter-CU migration was discussed (see flow chart Figure 2above). According to the flow chart, the migrating network discontinues the services during the migration procedure from the source CU to the target CU and the downstream nodes of a migrating IAB-node perform radio connection reestablishment via the RLF handling procedure. This is a temporary solution which can cause long service interruption and data loss for all downstream nodes due to the inter-CU migration procedure. 
Observation 2: The inter-CU migration procedure in TR 38.874 causes long service discontinuity for the IAB-node and its downstream nodes.
In Rel-17, the WI should aim at developing migration procedure which can alleviate service discontinuity:
Proposal 1: RAN2 to define smooth inter-CU migration procedure to avoid service discontinuity.
2.2 DC vs. non-DC based migration procedure
When the migration procedure from the source CU network to the target CU network is triggered for an IAB-node and this IAB-node supports dual connectivity, this IAB-node could setup connection to the target CU network in addition to the connection to the source CU network. In this case, the migration network can keep the connection to the original network when it establishes connection to the target CU network (see Figure 3). The migration commands can be transmitted to respective migrating nodes through the original routes at migration initiation phase and the migration complete messages of respective migrating nodes can be transmitted to the target CU through the new route at the migration completion phase. When all migrating nodes in the migrating network has setup the connection to the target CU network, all migrating nodes drops the connection with the source CU. 
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[bookmark: _Ref47098049]Figure 3 Inter-CU migration procedure using DC
However, in order to utilize dual connectivity, the MT of an IAB-node shall support dual connectivity and meanwhile the MCG link and the SCG link shall use different carriers. This may be not always achievable due to either the MT does not have dual connectivity capability or the network is not deployed with two different NR carriers for backhaul link.
Observation 3: Dual connectivity can make inter-CU migration easier but it may be not always achievable due to the network deployment and/or IAB-MT capability restrictions.
In order to support smooth inter-CU migration for all cases, DC achievability should not be considered as a prerequisite. Hence, we propose:
Proposal 2: Non-DC based inter-CU migration procedure is the baseline.
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[bookmark: _Ref46845881]Figure 4 illustration of non-DC based inter-CU migration procedure
According to the existing non-DC based handover procedure, upon reception of a handover command, the UE drops the connection to the source gNB and performs the radio connection setup to the target gNB. If an IAB-MT follows the similar handover procedure as a normal UE when it migrates from the source CU network to the target CU network, the IAB-MT will drop the radio connection to the source donor when it establishes the radio connection to the target donor as illustrated in Figure 4.
Observation 4: If the IAB-MT follows the traditional HO procedure of UE, an IAB-MT may drop the connection to the source CU NW when it migrates to the target CU NW.
2.3 Inter-CU migration procedure enhancements
According to the existing handover procedure, when the source CU sends the handover preparation request for a UE to the target CU and the admission control check passes, the target CU generates the handover command for the UE. When the source CU receives the handover command for the UE from the target CU, the source CU transmits the handover command to the UE via the source serving DU. As soon as the UE has received the handover command, the UE breaks the connection to the source DU and establish radio connection to the target DU according to the handover command.
Similarly, it is expected that the source CU achieves the migration command for an IAB-node and transmits the migration command to this IAB-node following similar procedure as in current inter-CU UE handover procedure. However, there is risk that one IAB-node within the migration IAB network may initiate migration procedure before relaying all the migration commands to the respective downstream nodes, e.g., due to uncertain HARQ/RLC retransmissions in radio transmissions. As a consequence, some downstream nodes may fail to receive the respective migration commands. Using the IAB network migration illustrated in Figure 4 as an example, if IAB-N1 receives its migration commands from DU1 via one shoot HARQ transmission but it fails to receive the migration command for UE1 from DU1 due to one or multiple HARQ transmission failure occurrences. Then IAB N1 may initiate its migration procedure before receiving and forwarding the migration command for UE1 and UE 1 may fail to migrate to the target CU network. This means that UE1 may lose the connection to the network after migration procedure of IAB N1.
Observation 5: When an IAB-node initiates migration procedure before forwarding a migration command for a downstream node, the migration command for this downstream node may be lost.

According to the above analysis, the migration commands may reach corresponding migrating nodes at different time. As a consequence, different migrating nodes may start the migration procedure and send the migration complete messages to the target CU network at different time. If a node (IAB-node or UE) receives its migration command earlier than its parent/access IAB-node, this node may finish migration procedure and send the migration complete message to target CU before its parent/access IAB-node finishes its migration procedure. When the parent/access IAB-node receives the migration complete message from a child IAB-node or served UE in this case, it may route the received migration complete message to the source CU following the old route. This means that the target CU may miss the migration complete message from these migration nodes.
Observation 6: When an IAB-node finishes migration procedure later than a downstream node, this IAB-node may route the migration complete message of this downstream node to the source CU.
Proposal 3: RAN2 to improve the IAB network migration procedure to enable proper migration command and migration complete message transmissions for inter-CU migration.

Similar as a normal UE, an IAB-MT shall perform radio connection reestablishment when RLF is declared, i.e., the IAB-MT shall find a candidate parent IAB-node via cell search procedure first and then setup the radio connection to the selected candidate parent IAB-node. There could be the following impacts in this procedure:
· Completion of the cell searching procedure triggered by the RLF declaration needs considerable time;
· A usable candidate parent IAB-node instead of the best one might be selected due to the IAB-MT does not know the other conditions such as traffic load of a candidate parent IAB-node, the number of hops from the candidate parent IAB-node to the target IAB donor and the traffic load of further upstream IAB-nodes, etc;
· Sometimes the candidate parent IAB-node selected by an IAB-MT is controlled by another CU, the target CU should get the contexts of the IAB-MT, the collocated IAB-DU and the served UEs from the source CU after radio connection reestablishment. If there are many nodes (UE or IAB-node) in the downstream of the collocated IAB-DU, the new CU may take considerable time to achieve the contexts for these downstream nodes from the source CU. 
Observation 7: For passive topology migration due to radio connection reestablishment procedure upon RLF, there could be the following suboptimal performances:
· Considerable delay to search the candidate parent IAB-nodes;
· Improper parent IAB-node is selected due to the unawareness of the traffic load and topology of the target network; 
· Considerable delay to fetch the contexts of IAB-DU/MT and UE from the source CU after radio connection reestablishment. 
Via conditional handover (CHO)procedure, the network can guide an IAB-node to perform the candidate parent IAB-node selection via conditional handover commands, so as to avoid select the candidate parent IAB-nodes which has high traffic load and/or large number of hops to the target CU. The way for the source CU to know the traffic load of a target parent IAB node can be left for implementation. Secondly, an IAB-node may perform early measurements and/or prioritize the monitoring of the potential target IAB-nodes configured via conditional handover commands. Thirdly, the source CU may forward the contexts of the IAB-nodes or UEs to the potential target CU according to the CHO commands before migration procedure is triggered.
Observation 8: Conditional handover procedure can guide the measurements and selection of parent IAB-nodes for IAB-MT to avoid the negative impact mentioned above.
Proposal 4: RAN2 to support conditional handover procedure in inter-CU IAB network migration.
3. Conclusion
In this contribution, we have discussed the inter-CU migration procedure and we have the following observations.
Observation 1: Once the inter-CU migration is triggered for an IAB-node, this IAB-node and its downstream nodes (IAB-node or UE) migrates from the source CU network to the target CU network together.
Observation 2: The inter-CU migration procedure in TR 38.874 causes long service discontinuity for the IAB-node and its downstream nodes.
Observation 3: Dual connectivity can make inter-CU migration easier but it may be not always achievable due to the network deployment and/or IAB-MT capability restrictions.
Observation 4: If the IAB-MT follows the traditional HO procedure of UE, an IAB-MT drops the connection to the source CU NW when it migrates to the target CU NW.
Observation 5: When an IAB-node initiates migration procedure before forwarding a migration command for a downstream node, the migration command for this downstream node may be lost.
Observation 6: When an IAB-node finishes migration procedure later than a downstream node, this IAB-node may route the migration complete message of this downstream node to the source CU.
Observation 7: For passive topology migration due to radio connection reestablishment procedure upon RLF, there could be the following suboptimal performances:
· Considerable delay to search the candidate parent IAB-nodes;
· Improper parent IAB-node is selected due to the unawareness of the traffic load and topology of the target network; 
· Considerable delay to fetch the contexts of IAB-DU/MT and UE from the source CU after radio connection reestablishment. 
Observation 8: Conditional handover procedure can guide the measurements and selection of parent IAB-nodes for IAB-MT to avoid the negative impact mentioned above.

Based on the discussions and the above observations, we have the following proposals:
Proposal 1: RAN2 to define smooth inter-CU migration procedure to avoid service discontinuity.
Proposal 2: Non-DC based inter-CU migration procedure is the baseline.
Proposal 3: RAN2 to improve the IAB network migration procedure to enable proper migration command and migration complete message transmissions for inter-CU migration.
Proposal 4: RAN2 to support conditional handover procedure in inter-CU IAB network migration.
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