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1. Introduction
In Rel-17, a new work item focusing on the transmission of multicast and broadcast services is approved: NR Multicast and Broadcast Service [1]. In the WID, multiple use cases are identified which could benefit from the NR MBS feature.  This poses various requirements to the MBS service delivery, among which service continuity during MBS mobility is a significant one. 
In TS23.757, SA2 has made some progress on MBS mobility:

	The handover include the following scenarios:

-
The source RAN support MBS, UE receives data via MBS Session in Source RAN:

a)
Target RAN node does not support MBS,


The MBS Session is converted to the unicast PDU Session during handover.

b)
Target RAN node supports MBS                                                                                                                                                                                                                                                      

-
If the MBS Session is not established in Target RAN, the MBS Session can be established during the HO procedure.

-
If the MBS Session is established in Target RAN, reuse the existing MBS session in target RAN.

-
The source RAN does not support MBS, the Target RAN supports MBS:


In source RAN, the MBS data is sent to UE via the unicast PDU Session. When UE moves to Target RAN, the unicast PDU Session is handed over to the Target RAN as normal PDU Session handling. After handover completion, the SMF triggers the conversion from the unicast PDU Session to the MBS Session.


In this contribution, mobility scenarios for MBS are identified based on SA2 progress. And then based on the MBS to MBS handover scenario, the CP handling and UP handling for service continuity are studied.
2. Discussion
2.1   Mobility scenarios for MBS 
In traditional handover mechanism for unicast services, path between CN and gNB is switched from the source gNB to the target gNB after the UE has completed the RRC connection with the target gNB. After the path switch, the target gNB can continue transmitting the unicast service data to the UE. In combination with data forwarding, service continuity can be achieved.

For NR MBS mobility, however, the case is more complex than unicast mobility. Based on the SA2 progress, the following scenarios for MBS mobility are identified:

Scenario 1 (MBS to Unicast Handover): The source gNB uses MBS session and the target gNB uses unicast PDU session for MBS service delivery.
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Figure 1. MBS to Unicast handover

For this scenario, the target gNB doesn’t support MBS session and the MBS session is not established in the target gNB. So the MBS Session established in the source gNB should be converted to the unicast PDU session during handover. And then traditional handover mechanism can be reused for the MBS UE mobility. 
There is a relevant discussion in SA2 on whether a unicast PDU session should be established and linked to the MBS session even when there is no unicast service at the UE. If this is agreed in SA2, the handover from MBS to Unicast would be similar to the legacy handover of Unicast session and there could be no impacts in RAN at all. Therefore, RAN2 may need to wait for SA2 to progress before discussing this scenario.

Scenario 2 (Unicast to MBS Handover): The source gNB uses unicast PDU session and the target gNB uses MBS session for MBS service delivery.
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Figure 2. Unicast to MBS handover
In this scenario, if MBS session is not being used in the source gNB, it means the MBS service is being delivered via unicast PDU Session. In this case, one way of implementation is that the traditional handover mechanism is applied for UE mobility to the target gNB based on the unicast PDU session. After the complete of handover, the unicast PDU session can be converted to the MBS session in the target gNB if necessary. Another way can be that the switch from unicast PDU session to the MBS session is done during handover, i.e. the target gNB would immediately establish the MBS session when accepting the UE handed over to the target.
This scenario is also related to the SA2 discussion on whether there is a unicast PDU session linked to the MBS session, and thus can be postponed in RAN2 until there is a conclusion in SA2.

Scenario 3 (MBS to MBS handover): Both the source gNB and the target gNB use MBS session for MBS service delivery.
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Figure 3. MBS to MBS handover
For this scenario, the MBS session is being used in the source gNB and will also be used in the target gNB. This scenario further includes two cases: the MBS session is onging or not ongoing in the target gNB. For both cases, the MBS UE can continue receiving the MBS service via MBS session and the corresponding MBS bearer in the target gNB after handover. 

To summarize: MBS to Unicast Handover and Unicast to MBS Handover mainly depend on the conversion between the unicast PDU session and MBS session which is up to SA2 discussion. On top of this, traditional handover mechanism can be reused which may or may not have impacts to RAN. In the following two sections, we will concentrate on MBS to MBS handover to discuss the CP handling and UP handling.
Observation 1: The following scenarios are identified for MBS mobility:

1) MBS to Unicast Handover.
2) Unicast to MBS Handover.
3) MBS to MBS handover.
Observation 2: There is a parallel discussion in SA2 on whether a unicast PDU session should be established and linked to the MBS session for a UE receiving MBS.
Proposal 1: RAN2 should wait for SA2 before discussing service continuity in MBS-to-Unicast handover and Unicast-to-MBS Handover. 
2.2   Procedure of MBS to MBS handover
In this section, we will discuss CP handling for MBS to MBS handover. According to the analysis of section 2.1, the source gNB should be aware of whether the MBS session has been established for the MBS service in the target gNB before taking the next step. This can be realized by MBS service information exchanging before or during handover. During the MBS to MBS handover, the source gNB sends the MBS servive ID to the target gNB. And in order to continue receiving the MBS service in the target gNB after handover, the configuration for MBS reception in the target gNB can be sent to the UE during handover via the source gNB.    
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Figure 4. CP handling for MBS to MBS handover
Proposal 2: The MBS service ID should be indicated to the target gNB during handover, and then the MBS configuration of the target gNB should be sent to UE in handover command. 
2.3   Minimization of data loss during mobility 
According to the WID, use cases of NR MBS mainly consist of public safety and mission critical, V2X applications, transparent IPv4/IPv6 multicast delivery, IPTV, software delivery over wireless, group communications and IoT applications. Most of these use cases involve MBS service reception during inter-node mobility, e.g. public safety, V2X applications and so on. This is easy to understand as these MBS services usually cover a large area and terminals often have to move from one cell to another as Figure 5 shows. 
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Figure 5. Mobility use cases for MBS
On one hand, an important objective for NR MBS is the service continuity during mobility, i.e. the MBS service is still available after mobility. On the other hand, the above use cases also requires high reliability as missing of key information may lead to failure of service continuity. For instance, according to 5GAA, V2X applications require up to 99.9999% reliability [2]. For public safety, the MCPTT service also requires up to 99.9999% reliability, as showed in Table 5.7.4-1 of TS23.501. For other scenarios like software delivery, although no quantitative KPI is given, high reliability is beneficial which can reduce retransmission in higher layer, e.g. TCP layer. In this sense, high reliability should also be satisfied for MBS service during mobility in order to achieve service continuity. 

Observation 3: The reliability requirement for V2X and public safety can be up to 99.9999%.
For scenarios of MBS-to-Unicast Handover and Unicast-to-MBS Handover, after SA2 decides how to ensure service continuity from CN point of view, RAN can further see how to minimize the packet loss from RAN point of view. Legacy mechanisms like data forwarding and PDCP re-establishment can be considered to minimize the packet loss.
For MBS-to-MBS Handover scenario described in section 2.1, as the source gNB and the target gNB independently perform the transmission of one MBS service, the broadcasting progress of MBS packets may be different. On one hand, the MBS packets from UPF/MB-UPF may arrive at different gNBs at different time because of various transmission delay. On the other hand, different gNBs may have different buffer status leading to different scheduling progress. This issue is more serious if the latency requirement of a MBS service is not strict. For example, software update for V2X requires 50 ms E2E latency but 99.9999% reliability [2]. The relaxed latency requirement will lead to larger progress gap as the gNBs may not have to schedule the packet at the moment it arrives. If the target gNB has faster progress than the source gNB, the UE will miss MBS packet after handover, which cannot be tolerated by the strict reliability requirement. 

In summary, though the MBS UE can continue receiving the MBS service after moving to the target gNB, the progress gap may lead to plenty of data loss which poses threat to service continuity. Thus RAN2 is supposed to take these issues into consideration when designing the MBS mobility mechanism in order to better satisfy service continuity. 
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Figure 6. UP handling for MBS to MBS handover 
Proposal 3: RAN2 should strive to minimize data loss in the MBS-to-MBS Handover scenario. 
As the MBS progress gap is hard to avoid, filling in the gap should be an important direction to work with. In order for the two gNBs to figure out the progress gap, the premise is that the same MBS packet carries the same sequence number. After that, the source gNB and the target gNB can take measures to minimize the data gap. The sequence number should be discussed in SA2, and an LS can be sent to SA2.
Proposal 4: The PDCP sequence numbers for the same MBS packet should be aligned in different gNBs. Send an LS to SA2 on this requirement.
3. Conclusion

In this contribution, we discussed service continuity during MBS mobility and the following observations and proposals are provided:

Observation 1: The following scenarios are identified for MBS mobility:

1) MBS to Unicast Handover.
2) Unicast to MBS Handover.
3) MBS to MBS handover.
Observation 2: There is a parallel discussion in SA2 on whether a unicast PDU session should be established and linked to the MBS session for a UE receiving MBS.
Observation 3: The reliability requirement for V2X and public safety can be up to 99.9999%.

Proposal 1: RAN2 should wait for SA2 before discussing service continuity in MBS-to-Unicast handover and Unicast-to-MBS Handover. 
Proposal 2: The MBS service ID should be indicated to the target gNB during handover, and then the MBS configuration of the target gNB should be sent to UE in handover command. 
Proposal 3: RAN2 should strive to minimize data loss in the MBS-to-MBS Handover scenario. 

Proposal 4: The PDCP sequence numbers for the same MBS packet should be aligned in different gNBs. Send an LS to SA2 on this requirement.
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