3GPP TSG-RAN WG2 Meeting #111 electronic
R2-2007023
Online, August 17th - 28th, 2020

Source: 
Fujitsu
Title: 
Discussion on the Rel-17 scope of IAB enhancement
Agenda Item:
8.4.1
Document for:
Discussion and decision
1 Introduction
In RAN #88e, the WID [1] on Enhancements to Integrated Access and Backhaul for NR has been updated. The objectives of this WI on the RAN2-led topics are:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

•
Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

There are a lot of candidate enhancements that have been discussed or mentioned in the past to improve topology-wide fairness, multi-hop latency and congestion mitigation [2-13]. However, given the limited TU on this WI, and the RAN2 workload to accommodate sub-topics led by RAN1 (duplexing enhancements) and RAN3 (topology adaptation enhancements) as well, we need to keep the Rel-17 scope (for RAN2-led items) in a practical level. In this contribution, we would like to discuss how to narrow down the scope or give priority on certain sub-topics.
2 Discussion 
2.1 Topological Enhancements
When control plane signalling is delivered between an IAB-donor and an IAB node over the multi-hop IAB architecture, depending upon the number of hops, there could be significant and variable latency for delivery of such signals. Even if higher QoS is provided to the control plane signalling, the latency over multiple IAB hops is unavoidable. Since transmissions on mmWave frequencies are very vulnerable to long distance and blockage, the reliability of control plane signaling also becomes an issue under certain network conditions (e.g. congestion, route failure, RLF, etc.). 
One feasible approach is to separate CP and UP via FR1/FR2. UP is like Rel-16 IAB multi-hop backhauling – using a chain of NR backhaul links between an IAB-node and an IAB-donor – and CP is a single hop. When control plane signaling is delivered via FR1, and the signaling travels over only one air interface hop from the MN directly to the IAB node, it potentially provides much smaller and more predictable latency, and higher reliability.
Figure 1 gives an example on inter-donor CP/UP split via FR1/FR2 EN-DC, where FR1 would provide coverage (single-hop) for control and FR2 (multi-hop) would be used for BH data transfer. It would provide reliability and robustness for IAB control while leveraging the capacity on FR2 for BH connection. Especially when mobile IAB is deployed, this increases robustness, reduces disruption and latency during handover events and link failures. 
In Rel.17, enhancements would be needed for configurations and protocol stacks for UP as well as CP signalling (RRC and F1-AP), preferably aligned with MR-DC specifications, to carry F1-U and F1-C on separate routing paths, where F1-U uses multi-hop FR2 while F1-C uses single-hop FR1. 

For EN-DC, we may leverage work in Rel-16 for F1-C over LTE [14-16]. We should also not preclude the use of NR-DC for the CP/UP split via FR1/FR2, which extends F1AP over LTE solution to F1AP over FR1. Both cases need the joint work from RAN2 and RAN3.

Enhancements to topological redundancy are effective to increase the multi-hop IAB network performance. During the email discussion [2] for working on enhancements to IAB WID, there were also interests in supporting more than two parent nodes for topological redundancy. This involves enhancements to the current MR-DC framework (e.g. MCG SCG related procedures), which is also applicable to access. In our opinion, it is unclear that introducing this new topology will bring obvious benefit for IAB. As such, we think support for more than two parent nodes can be de-prioritized.
Proposal 1: Enhancements to topological redundancy should prioritize work for CP/UP split using FR1/FR2. Both EN-DC and NR-DC should be supported.
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Figure 1. Example for IAB topology with CP/UP split via FR1/FR2

2.2 Routing enhancements
Data rate variations on different routes can result in congestion on some routes even when other available routes to same destinations have capacity. In current specification, any given unit of data is committed to a single route. Even with multiple route choices, the lack of intelligence on re-routing restricts the routing flexibility to avoid congested paths or backhaul links with poor link performance. Routing enhancements involve BAP procedures for enhancements to utilization of path redundancy, e.g., local routing, mesh-based routing, etc. 

There seems to be a mixed use of terms on ‘local routing’ and ‘local traffic’ in some previous proposals and email discussions. Here we use the majority usage of these terms and talk about them separately.
Local routing refers to local decision making to re-route for the purpose other than RLF. Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries are for re-routing at RLF in Rel-16 [3-6]. Therefore, local routing between IAB nodes can be fully supported with the introduction of enhancements (e.g. local routing priorities) for load balancing, congestion mitigation, and performance optimization in Rel-17. It is important to work out what is decided locally and/or decided by the Donor CU. 
Local traffic aims to support the local data packet routing via direct links between IAB nodes. Traffic could be locally routed from one UE’s serving IAB node DU to another UE’s serving IAB node DU. During this procedure, the data packet does not need to pass through the core network and even donor CU. There are significant challenges for the introduction of peer-to-peer type of topologies between UEs, for both standardization and implementation. Since it only covers specific usage scenarios, we think enhancement to support local traffic can be de-prioritized.
Mesh-based routing has already been discussed in Rel-16. Enhancements to the routing on the IAB topology to support local routing decisions and loop-free mesh-based routing paths can increase path redundancy, robustness, and routing flexibility. In this context, the term “mesh” has been loosely used to refer to routing paths that contain both, uplink and downlink segments. The following technical points should be considered [2]:

•
“Mesh”-based routing applies to BAP routing and bearer mapping. The underlying physical layer topology in IAB will still be a DAG using Uu interfaces. 

•
Rel-16 IAB already supports “mesh”-based routing: Configuration of routing and bearer mapping use CU-selected identifiers, which are the same for UL and DL; the configuration does not differentiate between UL and DL; further, the same BAP routing ID is used for UL and DL. Therefore, only minor enhancements are necessary for the support of mesh-based routing.

•
“Mesh”-based routing allows the IAB-node with BH RLF, for instance, to exchange CP packets with the CU via a multi-connected child node. Figure 2 gives a simple illustration on this scenario.
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Figure 2. Example for mesh-based routing
Based on the above analysis, we have the following proposal:
Proposal 2: Local routing and loop-free mesh-based routing should be supported.

2.3 Transport Enhancements
IAB mode of operation may impose additional requirements on the RAN design, in order for the RAN to support the QoS profiles imposed by the core network. These additional requirements may be due to e.g. the latency associated with multiple hops, congestion and failure of wireless backhaul links. Multi-hop performance/QoS issues, e.g., UE fairness, latency reduction, are important for IAB network in most scenarios. Some potential QoS performance enhancements such as topology-wide fairness enforcement and radio-aware scheduling have been discussed in Rel-16 but no normative work was done due to the limited time. 
Observation 1: Multi-hop fine QoS support needs more work for RAN in IAB mode of operation.
Specification of signalling enhancements for fairness enforcement across the IAB topology needs to be considered in Rel-17. In [7], fairness issue was described owing to the many-to-one mapping between UE DRBs and BH BLC channel, shown in Figure 3. Current BAP layer design will not differentiate the UE bearers within an RLC channel in buffering and scheduling. An IAB network should attempt to schedule the wireless resources to meet each UE bearer's requirement regardless of the number of hops a given UE is away from the Donor DU. While QoS differentiation is still possible when UE bearers are aggregated to backhaul RLC-channels, enforcement of fairness across UE bearers becomes less granular.
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Figure 3. Example of many-to-one mapping between UE DRBs and BH RLC-channel [7]
Below are the two options provided in [7] for applying fairness schemes across backhaul and access links (other options are not precluded):

•
Option 1: The DU scheduler obtains information about the number of UE bearers carried on each backhaul link. This enables the scheduler to apply fairness schemes. For this, the scheduler has to be updated whenever the number of UE bearers change on one of its backhaul RLC-channels. Alternatively, the scheduler derives the number of UE bearers carried on the backhaul RLC-channel from packet inspection;

•
Option 2: The DU scheduler obtains information about the number of descendant IAB-nodes supported by each backhaul link. This allows enforcing fairness schemes as long as the total traffic is balanced across IAB-nodes.
In our opinion, both options can provide fairness to some extent, but they cannot guarantee UE bearer level fairness. We think other enhancement is needed to provide fine granular fairness as close as to a non-IAB network.
Proposal 3: Topology-wide fairness should be supported. Enhancements other than the options in TR38.874 need to be considered.
Radio-aware scheduling has been studied in the SI phase, and the standardization work was put off to Rel-17. IAB scheduling should be provided with timely feedback to enable efficient radio aware scheduling. Some examples of feedback may include number of UEs served by child IAB-nodes and their subtending IAB-nodes, UE bearer windowed throughput, UE congestion at the next hop due to unscheduled packets (e.g. next hop queue depth), the relative benefit/penalty for scheduling a given UE or backhaul bearer on the adjacent hop, and possibly other information. This feedback information may be forwarded from child to parent and parent to child to support efficient scheduling in an IAB network. By good design on the feedback information, scheduling efficiency can be improved, and congestion mitigation may be achieved, leading to the QoS performance enhancement.
Latency reduction is a very important and challenging issue for latency-critical services in IAB network. In Rel-16, multi-hop uplink scheduling latency is reduced utilizing pre-emptive BSR. Further QoS performance enhancement on downlink multi-hop latency reduction needs to be considered in Rel-17. 
Proposal 4: Radio-aware scheduling and multi-hop latency reduction should be supported for QoS performance enhancement.
3 Conclusion

In this contribution we want to identify and potentially narrow down the RAN2-led features/sub-topics on IAB enhancements to be handled in Rel-17. Around the proposed sub-topics in topological, routing, and transport enhancements, we want to give the following sub-topics high priority: 

Proposal 1: Enhancements to topological redundancy should prioritize work for CP/UP split using FR1/FR2. Both EN-DC and NR-DC should be supported.

Proposal 2: Local routing and loop-free mesh-based routing should be supported.

Observation 1: Multi-hop fine QoS support needs more work for RAN in IAB mode of operation.
Proposal 3: Topology-wide fairness should be supported. Enhancements other than the options in TR38.874 need to be considered.
Proposal 4: Radio-aware scheduling and multi-hop latency reduction should be supported for QoS performance enhancement.
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