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Introduction
Enhancement of congestion mitigation procedures is one of the goals in Release 17 IAB. Release 16 standardized flow control procedures to enable mitigation of congestion in downstream traffic. However, flow control for upstream traffic was not defined. This contribution analyses the need for flow control for upstream traffic.
Release 16 also has limitations in data transport through an IAB network since a bearer can be carried only on one path through the IAB network. One of the goals in Release 17 is to improve utilization of path redundancy. This contribution also discusses the need to be able to split traffic of a bearer such that it can be carried via two or more paths.
Discussion
Congestion control enhancements
Flow control for downstream traffic currently consists of two separate procedures:
· Flow control between the donor CU and the access IAB node DU using the “Downlink data delivery status” message [1].
· Flow control between the congested node and its parent node using the flow control BAP PDU. The flow control BAP PDU can provide buffer information per BH RLC channel or per routing ID. 
Upstream traffic has the same congestion issues as downstream traffic. In fact, for upstream traffic, the congestion is likely to occur closer to the donor due the aggregation of data from large numbers of UEs. Given that the congestion occurrence for upstream traffic is farther from the location of injection of data (the UE & access IAB node), the congestion issue could be more serious. However, for upstream traffic, no flow control procedures were specified in Release 16. 
We provide below simulation results comparing the flow control mechanisms that can be considered. The commonly held view during IAB discussions in Release 16 was that the “backpressure” mechanism is adequate for uplink flow control. The backpressure mechanism consists of the congested node reducing/stopping uplink resource allocation to its child nodes. With this mechanism, information about the congestion is not carried to the source node; it is essentially a one-hop flow control mechanism. We compare the backpressure method to hop-by-hop flow control, where flow control feedback information is generated by the congested node and transmitted to its child nodes, which in turn relay the feedback information. 
We consider a route between a source node and a destination node as shown and analyse the impact of congestion on the route. The route is selected from a larger network of IAB nodes and UEs in which the IAB nodes and UEs are dropped randomly. In the context of uplink flow control the source node is the UE and the destination node is the IAB donor.


Figure 1
Given that the goal is to model congestion and flow control, the physical layer is not explicitly modelled. Instead the SINRs on the links (which are assumed to not vary) are translated to data rates. 
Packets arrive at the source, each packet of size 20 kbits. The packets are segmented into 5 subpackets for transmission (each subpacket of 4 kbits). Packets arrive at the source node according to a poisson process with arrival rate of 800 packets/sec.
Congestion is simulated at node 3, resulting from a drop in the link quality on the node3-destination node link. The data rates when congestion occurs along the route are 16 Mbps, 12 Mbps, 8 Mbps and 4 Mbps for the 4 successive links from left to right in Figure 1. Each IAB node is assumed to have a buffer of 160 kbits for the flow being considered and the donor has an infinite buffer. A node initiates flow control related actions when the buffer is 80% full. 
Flow control actions consist of the node transmitting a flow control indication to the source node and/or the immediate prior node in the chain. When an IAB node or the source node receive the flow control indication, it stops transmitting data corresponding to the flow for a wait time (to allow the overloaded buffer to drain). After the expiration of the wait time, the node resumes transmission of data. The flow control indication is subject to a 3 TTI delay at each node for both end-to-end and hop-by-hop flow control indications. That is, if a flow control indication is received in TTI n, it is transmitted to the next node in TTI n+3. For purposes of computation of data rates, goodput etc., a TTI is assumed to be 1 ms.
Note that “End-to-end flow control” between the congested node and the IAB donor is only applicable to downstream traffic. As mentioned above, we compare the following types of flow control:
· Backpressure (one-hop flow control)
· Hop-by-hop flow control
Discussion of Results
The goodput and dropped packet ratio are shown for different values of wait times. The goodput is computed as the data rate corresponding to the successfully received packets. As Figure 2 shows, the performance of hop-by-hop flow control is significantly better than that of the backpressure method. Additionally, Figure 3 shows the ratio of dropped sub-packets to the total sub-packets transmitted by the source. The dropped sub-packet ratio correlates directly to the goodput (i.e., schemes with lower dropped sub-packet ratios show higher goodput). As shown, the backpressure method can result in a substantial amount of data being dropped due to buffer overflow.
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Figure 3
Based on the above, it is beneficial to introduce hop-by-hop flow control for upstream traffic. This can mirror the BAP layer flow control feedback that has been introduced for downstream traffic.
Proposal 1: Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 2: Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.
Path Redundancy and data split
IAB nodes can be attached to two parents, enabling multiple paths from a donor to an access IAB node. However, there are limitations in how the multiple paths can be used. See the following from TS 38.300, section 6.11.3:
The IAB-node can receive multiple routing configurations with the same destination BAP address but different BAP path IDs. These routing configurations may resolve to the same or different egress BH links. In case the BH link has RLF, the IAB-node may select another BH link based on routing entries with the same destination BAP address, i.e., by disregarding the BAP path ID. In this manner, a packet can be delivered via an alternative path in case the indicated path is not available.
According to this, data of a radio bearer can normally use only one path even if multiple paths are configured. The only situation where an alternate path can be used for the radio bearer is when the primary path is unavailable due to an RLF.
In order to better utilize available resources and enable higher data rates and lower latencies, it should be possible to split data of a radio bearer into two or more paths. 
Proposal 3: Transmitting data of a bearer via two or more IAB paths should be supported.
Below we analyse how such a split can be performed. Consider the IAB networks shown in Figure 4. First we discuss splitting downstream data so that one radio bearer is carried over two paths. In order to perform such a split, the donor gNB has to utilize two distinct BAP routing IDs – one for each path to IAB node 4. It then has to associate some portion of the data with the first BAP routing ID and the remainder with the second BAP routing ID. This can be performed by the donor and does not need further specification.  
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Considering the upstream traffic from the UE, the data split would occur at IAB node 3. Note however, that the node at which the split occurs could be different from the access IAB node (see Figure 5). There are two possible approaches for splitting the upstream data of a bearer into the two paths:
1. Split enforcement at node where there is branching: With this approach a single BAP routing ID is used for both paths and the node where the branching occurs performs the split of the data. The split consists of mapping some portion of the data to a backhaul RLC channel corresponding to the link to the first parent node and the remaining data to the backhaul RLC channel corresponding to the link to the second parent node. For the examples in Figure 4 and Figure 5, this split would occur at IAB node 3.
2. Split enforcement at access IAB node: With this approach, separate BAP routing IDs are used for the two paths and the access IAB node associates some packets with the first BAP routing ID and the remaining packets with a second BAP routing ID. Intermediate IAB nodes perform routing according to the BAP routing IDs. For the example in Figure 4, this split would occur at IAB node 3 and for the example in Figure 5 the split would occur at IAB node 4.
With the first option, given that the data split can occur at intermediate IAB nodes (i.e., after the access IAB node has determined BAP routing IDs and constructed BAP headers), the split enforcement needs to be performed on BAP PDUs with the same BAP routing ID. This entails a slight modification to the routing procedures defined in Release 16 at the BAP layer. However, since the node where the branching occurs has better visibility to the link conditions on the two branches, the first option is able to better adapt to the conditions on the outbound links.
With the second option, the data split is performed by the access IAB nodes by using separate BAP routing IDs. This ensures that the routing procedure defined in Release 16 is unchanged. However, it may not be as reactive to link conditions as the first option.
Proposal 4: RAN2 should discuss the above two options for the split enforcement node and decide which option should be supported.
However, split enforcement node may need additional means to perform a reasonable split of data. 
· Given the absence of PDCP at IAB nodes, split enforcement node does not have means to determine when to perform splitting of the traffic. 
· The split enforcement node is unaware of the topology upstream. It also does not know the characteristics of the links on the two paths. Splitting data according to some pre-determined ratio can result in significant problems. For example, if the supported data rate on one path is lower than on the other path, and the split enforcement node splits the data equally between the two paths, congestion can result on one path and under-utilization on the other. 
In our view a simple solution to overcome this issue is to have a configured split of the data volume at the split enforcement node, for a bearer that uses multiple routes. The IAB donor CU has a complete view of the network topology and link qualities. It can estimate the data rates supportable via the multiple routes. Based on this, the CU can:
· Configure a threshold such that if the data volume is higher than the threshold then the data split is performed by the split enforcement node. This is similar to the ul-DataSplitThreshold defined for dual connectivity. For example, IAB node 3 in Figure 4 can be configured with such a threshold so that the corresponding node splits the data if the data volume exceeds the threshold.
· Configure ratios of data that are to be associated with the multiple BAP routing IDs at the access IAB node. Furthermore, these ratios can be updated by the CU when there are significant changes (e.g., change in link quality on one of the paths). 
Proposal 5: For bearers that are carried on multiple paths, the BAP layer at the split enforcement node (either the access IAB node or an intermediate node) is configured with parameters to enable partitioning of data such that different partitions are associated with different BAP routing IDs.
Conclusion
This contribution discussed two important features of IAB that are considered for enhancement: congestion handling via flow control and data splitting into two or more paths. For flow control we discuss the motivations for having uplink flow control and describe the overall functionality. For data splitting we consider options for where in the network uplink data splitting can be performed and the necessary configuration to make such splitting possible. Our proposals are below.
[bookmark: _GoBack]Proposal 1: Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 2: Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.
Proposal 3: Transmitting data of a bearer via two or more IAB paths should be supported.
Proposal 4: RAN2 should discuss the above two options for the split enforcement node and decide which option should be supported.
Proposal 5: For bearers that are carried on multiple paths, the BAP layer at the split enforcement node (either the access IAB node or an intermediate node) is configured with parameters to enable partitioning of data such that different partitions are associated with different BAP routing IDs.
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