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1. Introduction
This contribution looks at potential discussion topics dedicated to RAN2 to be discussed in this new work item [RP-201310]. For each discussion topic, initial view from our side is provided for initiating discussions.
2. Open issues
Uplink time synchronization is studied in SA2. An example architecture is shown in TS [TS23.700-20]. From RAN perspective, potential specification impact is Uu interface shown in the read part in the following figure.
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Fig.1: Example distribution of time synchronization [TS23.700-20]
[UE-to-UE TSC (Time Sensitive Communication)]
In UE-to-UE TSC, UEs are paired so that some of UEs are master devices for transmitting TSN GM clock and others are slave devices for receiving the TSN GM clock. The time synchronization of each pair is performed by (g)PTP [IEEE Std 802.1AS]. Multiple TSN domains can be set up and each TSN domain can be composed of multiple paired UEs. Given that such a scenario needs to be supported, it is worth considering efficient way to transmit (g)PTP messages to UEs within a same TSN domain. For example, (g)PTP messages for time synchronization in a TSN domain are better to be sent by gNB to destination UEs by PTM (point-to-multipoint) manner rather than unicast manner.
Proposal 1:
It is worth discussing that (g)PTP message is delivered by gNB to UEs in a PTM manner.
[Low residence time and PDB (Packet Delay Budget)]
There can be the case that operator set up packet residence time in 3GPP system to 10ms as defined in [IEEE Std 802.1AS-2020]. As such, PDB of PDU session is set accordingly to e.g. 5ms for one way (from UE serving master device to UPF). To achieve such a low delay budget, the latency in Uu interface should be minimized. LCP restriction can be reconsidered. For example, when the gNB does not have enough resources to allocate “fast grants” to UEs due to high load, no data from the logical channel of the highest priority will be transmitted on “slower grants” due to the fixed nature of the LCP restriction. When a high frequency gets blocked by an obstacle, no LCHs restricted to that numerology will use a lower frequency due to the fixed nature of the restriction. In fact, dynamic control of LCP restriction has been discussed in [R2-2004511] and there were companies that supporting dynamic control of LCP restriction. It is worth discussing in Rel-17.
Proposal 2:
It is worth discussing dynamic control of LCP restriction in the context of TSC.

[Jitter control]
For precise time synchronization in (g)PTP, jitter that PTP packets experience in the path should be minimized. In the uplink (from UE serving master device to UPF), the current PDCP duplication works based on activation and deactivation controlled by NW by using MAC CE. If the activation and deactivation is controlled by NW per (g)PTP packet, it causes valuable jitter since PTP packets with duplication experience activation delay but those without duplication don’t experience such a delay. Therefore, it is worth discussing UE-based activation and deactivation mechanism. This includes that the UE on its own decides if PDCP duplication needs to be activated based on the current channel quality (Note: uplink channel quality could be somewhat estimated by downlink channel quality in TDD) and, if activated, the UE selects legs that (g)PTP packet are transmitted. This further includes per-packet PDCP duplication mechanism. If the channel quality is good, the UE can decide the number of legs so that (g)PTP packet can be transmitted without PDCP duplication or minimum number of legs. As such, spectrum efficiency and the traffic amount can be improved.
Proposal 3:
It is worth discussing UE-based PDCP duplication.
[RRC state]
Reduction of power consumption is also important in IIoT for green. For example, the message size of (g)PTP in case of Follow_Up message becomes 76 bytes when transmitted in 3GPP system (header: 34 bytes, body: 42 bytes, suffix: 20 bytes). Such a packet size can be considered as small packet, which can be transmitted in INACTIVE state instead of CONNECTED state. If INACTIVE state is supported, RAN-based mobility can be applied instead of applying 5GC-based handover. Then if RAN-based mobility without anchor relocation is allowed, the total latency can be further reduced. After all, supported RRC state seems to be up to other WID i.e. small data transmission in INACTIVE.
Proposal 4:
It is worth discussion support of INACTIVE state both for power saving and low latency mobility (maybe up to WID of small data transmission in INACTIVE).
3. Summary of Proposals
Proposal 1:
It is worth discussing that (g)PTP message is delivered by gNB to UEs in a PTM manner.
Proposal 2:
It is worth discussing dynamic control of LCP restriction in the context of TSN.
Proposal 3:
It is worth discussing UE-based PDCP duplication.
Proposal 4:
It is worth discussion support of INACTIVE state both for power saving and low latency mobility (maybe up to WID of small data transmission in INACTIVE).
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