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1
Introduction

In RAN#86 meeting, the SI named “Study on NR Sidelink Relay” was agreed [1]. The main objectives are cited as below:
	This study item targets to study single-hop NR sidelink-based relay. 
Study mechanism(s) with minimum specification impact to support the SA requirements for sidelink-based UE-to-network and UE-to-UE relay, focusing on the following aspects (if applicable) for layer-3 relay and layer-2 relay [RAN2];

Relay (re-)selection criterion and procedure;

Relay/Remote UE authorization;

QoS for relaying functionality;
Service continuity;

Security of relayed connection after SA3 has provided its conclusions;

Impact on user plane protocol stack and control plane procedure, e.g., connection management of relayed connection;
Study mechanism(s) to support upper layer operations of discovery model/procedure for sidelink relaying, assuming no new physical layer channel / signal [RAN2];


In this contribution, some main issues of L2-based and L3-based Relay are discussed, such as protocol stack, QoS for relaying, service continuity and security. And a brief comparison of L2-based and L3-based Relay is presented. 
2 L3 based UE-to-Network Relay
2.1 CP and UP protocol stack
For L3 UE-to-network relay, the legacy LTE L3 relay architecture is used as a baseline. The remote UE is only known by the Relay UE and the ProSe function and only establish the PC5 connection and PC5 bearers with the Relay UE. All these connection and PC5 bearers are hidden behind the Relay UE. NG-RAN and 5GC are not aware of the remote UE. The remote UE’s IP address is assigned by the Relay UE instead of SMF. Hence, AMF/SMF/UPF/gNB do not establish and maintain connection of remote UEs.  

For remote UE’s UP packet forwarding, 5GC only provides PDU session for relay UE, all remote UE’s UP traffic will be served by relay UE’s PDU session. Remote UE’s CP traffic is terminated in relay UE via PC5 interface.

Figure 2.1 and 2.2 illustrate the control plane and user plane protocol stack of L3 UE-to-network relay in NR. Considering that NG-RAN and 5GC are not aware of remote UE, the control plane is split into two part: PC5 control plane and Uu control plane. And similarly, below PDU layer , the user plane also split into two part: PC5 user plane and Uu user plane. The relay function is performed by PDU layer of relay UE, only UP traffic of remote UE are relayed by relay UE.
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Figure 2.1. Control plane for 5G UE-to-Network Relay
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Figure 2.2. User plane for 5G UE-to-Network Relay
Proposal 1: Adopt the above control plane and user plane protocol stack for L3 UE-to-Network Relay.
2.2 QoS for relaying
In Layer 3 UE-to-NW relay , the Remote UE's UP traffic is served by the Relay UE's PDU Session. The complete UE-to-NW path split into two legs: PC5 interface and Uu interface as shown in Figure 2.3. And the QoS for the relaying functionality is realized by data routing and bearer mapping.
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Figure 2.3. Architecture model for Layer 3 UE-to-Network Relay
For uplink data of remote UE, it first transmits data to relay UE via PC5 interface. After receiving data from remote UE, the Relay UE supporting NAT functionality replaces the source IP address and the source port number with its own IP address and specifically assigned port number. Meanwhile, the Relay UE records the IP address and port number mapping relationships, then it forwards the IP packet to gNB as it’s own traffic by using it’s own uplink QoS rules and radio bearer configuration. When the gNB/UPF receives this data packet, they route it to the destination, e.g. a  Application Server. 

In consequence, for uplink data, bearer mapping for uplink can be realized by mapping data of remote UE to Uu DRB according to Uplink QoS rules of relay UE.
Observation 1: For uplink data of remote UE, bearer mapping can be realized by using uplink QoS rules of relay UE.
For downlink data of remote UE, the data packet is assembled with destination IP address and destination port number of the Relay UE and is transmitted to the relay UE. Then this packet is delivered to Relay UE via UPF. From the perspective of UPF/gNB, it is definitely a data packet for the Relay UE coming from the network. However, when it reaches the Relay UE, the Relay UE verifies that the destination IP address and destination port number are not for itself but for the remote UE (by using the stored mapping table). The relay UE then replaces the destination IP address and the destination port number with the one originally assigned or used by the remote UE, and then delivers it to the remote UE. 

According to TR 23.287[2], the UE derives PC5 QoS parameters based on the V2X Application Requirements provided by the V2X application layer and the V2X service type according to the PC5 QoS mapping configuration defined in clause 5.1.2.1 of TR 23.287. The UE creates a new PC5 QoS Flow for the derived PC5 QoS parameters. However, When it comes to UE-to-Network relay, there are no Application Requirements and service type for relay UE to derive PC5 QoS rules, the mapping between Uu traffic and PC5 traffic need to be configured for relay UE.
Observation 2: For downlink data of remote UE, there are no Application Requirements and service type for relay UE to derive PC5 QoS rules.
Proposal 2: To realize bearer mapping for downlink, the mapping between Uu traffic and PC5 traffic shall be considered.

2.3 Security
According to protocol stack of L3 UE-to-NW relay illustrated in Figure 2.2, hop-by-hop security is supported in the PC5 link and Uu link. If there are requirements of end-to-end security for protection of Remote UE's traffic, security over PDU layer needs to be applied, which is out of RAN2’s perspective.

According to latest SA2’s study [3], to provide end-to-end security for the remote UE traffic, the design of “untrusted non-3GPP access to 5GC via N3IWF” in clause 4.2.8 of TS 23.501 [4] or “Access to PLMN services via stand-alone non-public networks” in clause 5.30.2.7 of TS 23.501 [4] is leveraged. Remote UE follows the procedures defined in TS 23.502 [5] clause 4.12 to register to 5GC via N3IWF and establish corresponding PDU sessions. The data traffic over the PDU sessions are protected by IPSec between the Remote UE and N3IWF. The protocol stack of this solution can be described as Figure 2.4. 
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Figure 2.4. CP and UP Protocol stacks between Remote UE and N3IWF for L3 UE-to-NW Relay Access
Based on this protocol stack with N3IWF, all remote UE’s data including UP traffic and 5GC NAS traffic is protected by IPSec tunnel, the end-to-end security can be supported for L3 UE-to-NW relay.
Observation 3: End-to-end security can be realized by adopting the architecture with N3IWF function for L3 relay.
According to 23.502[5], the procedure of this solution can be described as follows:
Step1: Search a suitable N3IWF by using DNS protocol

Step2: establish IKE SA with N3IWF by using IKE protocol
Step3: establish signaling IPSec SA with N3IWF by suing IKE protocol

Step4: establish 5GC connection by using NAS singling over signaling IPSec SA

Step5: establish child IPSec SA by using IKE protocol
Step6: send UP traffic over child IPSec SA

Compared with traditional L3 UE-to-NW solution, following new features are introduced:

Remote UE establishes connection with it’s own 5GC via N3IWF. To realize it, remote UE first uses DNS to search a suitable N3IWF and IKE protocol to establish IPSec tunnel with N3IWF, and then sends 5GC NAS signaling to establish the connection with 5GC. In consequence, except UP traffic, DNS signaling, IKE signaling and 5GC NAS signaling also need to be relayed by relay UE.
Remote UE’s data including 5GC NAS signaling, IKE signaling and UP traffic will be encrypted by IPSec tunnel terminated in N3IWF, which means, from relay UE’s perspective, IP information of encrypted traffic is fixed, i.e. source IP is remote UE’s IP address allocated by relay UE, and destination IP is N3IWF’s IP address.
This solution may result in latency increasing as additional network functions are introduced in UP protocol. And remote UE establishes 5GC connection and is encrypted by IPSec tunnel, which results in too much overhead as it needs three IP layers to pack it’s data, i.e. PDU layer, inner IP layer and IPSec layer.
To support these new features, some issues need to be solved by RAN2.
Firstly, in Uu interface, 5GC NAS singling of UE will be transmitted over SRB. According to the protocol stack illustrated in Figure 2.3, 5GC NAS signaling will also be encrypted by IPSec tunnel, which means, AS layer of PC5 interface may transmit 5GC NAS signaling over PC5-DRB. It doesn’t make sense from RAN2 perspective, NAS signaling should be transmitted over SRB. However, current PC5-SRB is used to transmit PC5 NAS signaling and PC5 RRC signaling, and all these messages are terminated in Relay UE. As a results, RAN2 need to discuss how remote UE transmit 5GC NAS signaling, i.e. using SL-SRB or SL-DRB.
Secondly, similar problem also need to be solved by relay UE, i.e, how relay UE forward 5GC NAS signaling over Uu interface? Besides, if RAN2 decide transmit 5GC NAS signaling and UP traffic over different Uu DRB, remote UE need to recognize whether the packet received from remote UE is NAS signaling or UP traffic. Nevertheless, both of 5GC NAS signaling and UP traffic of remote UE will be encrypted by IPSec tunnel with same IP header, relay UE can not recognize them only based on the IP information of the packet.

Proposal 3: RAN2 is suggested to consider whether remote UE and relay UE need to and how to differentiate those different traffic and discuss how remote UE and relay UE differentiate those different traffic.

Finally, as we discussed above, with introducing N3IWF function, latency of remote UE’s UP traffic may increase. As a result, this solution may not be selected for service with critical latency requirement. However, considering that remote UE may have multiple services, some of the services may have security requirements, and the others may have critical latency requirement. To guarantee the security and latency requirements simultaneously, relay UE and remote UE may need to forward the security traffic and non-security traffic into different PC5-DRB or Uu DRB respectively.
Proposal 4: Differentiate security traffic and non-security into different PC5-DRB and Uu DRB.

For adopting N3IWF architecture, the following restrictions are introduced: 

1. N3IWF using IPSec protocol to support end-to-end security, which is low efficiency and complexity cause too many signalings need to be exchanged; 

2. With additional N3IWF function and 5GC function of remote UE, latency of remote UE’s packet may increase.
3. Results in too much overhead as it needs three IP layers to pack it’s data, i.e. PDU layer, inner IP layer and IPSec layer

4. N3IWF may not be deployed.
Observation 4: For adopting N3IWF architecture, the following restrictions are introduced: 

1. N3IWF using IPSec protocol to support end-to-end security, which is low efficiency and complexity cause too many signalings need to be exchanged; 

2. With additional N3IWF function and 5GC function of remote UE, latency of remote UE’s packet may increase.

3. Results in too much overhead as it needs three IP layers to pack it’s data, i.e. PDU layer, inner IP layer and IPSec layer

4. N3IWF may not be deployed.
2.4 Service continuity

For NR UE-to-Network relay, there are mainly three scenarios for service continuity for UE-to-Network Relay.
Scenario 1: Path switch between direct and indirect communication link for intra-gNB and inter-gNB case

In this scenario, the path of the remote UE is changed between the direct communication link (direct Uu), and the indirect communication link (relay link) with an UE-to-Network relay UE served by the same gNB (intra-gNB case) or a different gNB (inter-gNB case). The service continuity should be considered during the path switch. 
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Figure 2.5. Path switch between direct and indirect communication link for intra-gNB and inter-gNB case
Scenario 2: Path switch between indirect communication links (different relays) for intra-gNB and inter-gNB case

In this scenario, the path of the remote UE is changed between one indirect communication link to another indirect communication link with UE-to-Network relay UEs served by the same gNB or different gNBs.
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Figure 2.6. Path switch between different relays for intra-gNB and inter-gNB case
Scenario 3: Group mobility of UE-to-Network relay UE and remote UE 

In this scenario, both of the remote UE and the UE-to-Network relay UE are moved (i.e. in case of mobility) from one gNB to another gNB. The remote UE remains connected to the same UE-to-Network relay UE.  
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Figure 2.7. Group mobility of UE-to-Network relay UE and remote UE

Because NG-RAN do not aware of remote UE, remote UE does not know whether the gNB of relay UE has been changed, and target gNB also can not retrieve remote UE’s context to support service continuity. In consequence, for L3 relay, there are no differences between inter-gNB or intra-gNB path swith illustrated in scenario 1,2, and group mobility also does not need to be considered. 

For path switch(i.e. Uu to relay or relay to Uu) and relay UE reselection, to support service continuity, one may have following options from AS layer perspective:

Option1: For path switch shown in scenario 1, PC5 UE context and Uu UE context need to be stored and exchanged in relay UE and gNB, so that they can recognize remote UE and retrieve packet status from each other. However, it doesn’t make sense to store Uu UE context of remote UE in relay UE and may also bring security problem.

Option2: For path switch with N3IWF function, remote UE can keep 5GC connection during path switch to support continuity in PDU session level. However, to support AS layer service continuity, remote UE’s context needs to be exchanged between RAN and relay UE like option1, which is unrealistic and may out of RAN2’s scope and. Because, too many network functions like UPF of relay UE, N3IWF, AMF of relay UE need to be taken into consideration.
Option3: For relay re-selection, source relay UE or destination relay UE needs to perform relay discovery and unicast connection first before exchanging remote UE context, which is time consuming.

None of option1,2,3 is a suitable solution to support service continuity. In Release 13 UE-to-NW relay, EPC and RAN does not aware of remote UE, in consequence, application layer mechanism was used to support service continuity, which has no impacts on RAN2. When remote UE handover from Uu path to relay path, a new IP address allocated by relay UE will replace old IP address allocated by PGW, and remote UE reports the change of IP address to application layer. Additionally, in order to minimize any packet loss and/or packet delay, application layer mechanism uses “Make-before-break” principle, i.e implying that the remote UE temporarily keeps the “previous” path (PC5 or Uu) until the “new” path has been established. 

Hence, application layer mechanism used in Release 13 as illustrated above shall be considered, although it may cause packet loss in AS layer.

Observation 5: Similarly with LTE L3 relay, service continuity can be realized by using application layer mechanism which may cause packet loss in AS layer.
3 L2 based UE-to-Network Relay
3.1 CP and UP protocol stack
According to the SID [1], the architecture of end-to-end PDCP and hop-by-hop RLC, e.g., as recommended in TR 36.746, is taken as starting point for L2 UE-to-network relay. Generally speaking, for L2 UE-to-Network relay, network is able to identify, address and reach a remote UE via a UE-to-Network relay. It means that the 5GC and NG-RAN maintains NAS and AS signalling procedure for the remote UE. The 5GC provides PDU session for remote UE and can serve the remote UE as a normal UE. For the remote UE, the AS/NAS signaling for RRC connection setup and network registration/PDU session management are forwarded by the UE-to-Network relay UE. To be specific, the remote UE’s CP signaling is forwarded by the relay UE, upon receiving the remote UE’s AS signaling from the relay UE, the NG-RAN is able to associate it with the relevant remote UE and then deliver it to the RRC layer of the remote UE. It requires the NG-RAN be aware that the remote UE is connected via a relay UE and store the association between the remote UE and the relay UE in advance. Then the NG signaling for the remote UE should be delivered directly to the evolved remote UE’s AMF.

For remote UE’s UP packet forwarding, the 5GC provides PDU sessions for remote UE. Taking the UL UP forwarding for example, when the gNB receives the remote UE’s data packet from the relay UE, the gNB is able to associate it with the relevant remote UE and the corresponding PDU session/N3 tunnel of the remote UE. Then, the UP packets of the remote UE are delivered via the remote UE’s PDU session/N3 tunnel/UPF. 

Figure 3.1 and 3.2 illustrate the control plane and user plane protocol stack of L2 UE-to-network relay in NR. Uu-RRC and Uu PDCP/SDAP are terminated between the remote UE and the gNB while the RLC, MAC and PHY are terminated in each link (PC5 link between the remote UE and the relay UE and the Uu link between the relay UE and the gNB). The relay function is performed below PDCP/above RLC. The remote UE's user plane and control plane data are relayed above RLC via the UE-to-Network Relay UE from the remote UE to network and vice versa. The adaptation layer within the UE-to-Network Relay UE and gNB is supported to differentiate signalling radio bearers (SRBs) and data radio bearers (DRBs) for a particular Remote UE.  
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Figure 3.1 Control plane protocol stack of L2 based UE-to-Network Relay
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Figure 3.2 User plane protocol stack of L2 based UE-to-Network Relay
Proposal 5 : Adopt the above control plane and user plane protocol stack for L2 UE-to-Network Relay.
3.2 QoS for Relaying functionality
For the L2 UE-to-Network relay architecture, the QoS for the relaying functionality is realized by data routing and bearer mapping.
Taking the uplink data transmission as an example. At the remote UE, PDU sessions and Uu DRBs (only SDAP and PDCP entity) are established as legacy procedure. Remote UE’s Uu DRBs are mapped to PC5 RLC bearers to transmit to the relay UE. The mapping of the remote UE’s Uu DRB to the PC5 RLC bearer is configured by the network. Multiple PC5 RLC bearers are needed to differentiate remote UE’s Uu DRBs. The mapping of the remote UE’s Uu DRB to PC5 RLC bearer could be one-to-one or many-to-one mapping. If many-to-one mapping is considered, adaptation layer over PC5 interface may be needed to indicate a data packet comes from remote UE’s which Uu DRB.

Proposal 6 : gNB configures the mapping of remote UE’s Uu DRBs to PC5 RLC bearers for remote UE.
Upon receiving the packets from the remote UE, the relay UE maps the data packet to relaying backhaul bearer and transmits it to the gNB. The relay UE shall be able to identify the packet is from which remote UE’s which Uu DRB and indicate these information in the adaptation layer header. For the relay UE to forward remote UE’s traffic, multiple Uu relaying backhaul bearers may be used to carry traffic of different QoS classes, for one or multiple remote UEs. Regarding to the mapping between the PC5 RLC bearer or the remote UE’s Uu DRB and the relaying backhaul bearer, multiple mapping configuration could be considered, such as, the mapping between the priority of the remote UE’s Uu DRB and the priority of the relaying backhaul bearer, the mapping between the priority of the PC5 RLC bearer and the priority of the relaying backhaul bearer, the mapping between PQI and 5QI, etc.. RAN2 should discuss how to configure the mapping between the PC5 RLC bearer or the remote UE’s Uu DRB and the relaying backhaul bearer at the relay UE.

Proposal 7 : For the relay UE to forward remote UE’s traffic, multiple Uu relaying backhaul bearers may be used to carry traffic of different QoS classes, for one or multiple remote UEs.
Proposal 8 : RAN2 to discuss how to configure the mapping of the PC5 RLC bearer or the remote UE’s Uu DRB to relaying backhaul bearer at the relay UE.
By receiving forwarded packets from relay UE, the gNB is able to identify that a packet is from which remote UE’s Uu DRB via the adaptation layer header information. Then the gNB associates the received packet with remote UE’s Uu DRB and delivers it to this DRB’s PDCP/SDAP Rx entity. Finally, this data packet is delivered to the remote UE’s UPF through the corresponding PDU session N3 tunnel of the remote UE.

That is, in the radio interface, the remote UE’s Uu DRB is mapped to a PC5 RLC bearer over the PC5 interface between the remote UE and the relay UE and a relaying backhaul bearer over Uu interface between the relay UE and the network. The QoS of radio interface for remote UE can be ensured by the configuration of the PC5 RLC bearer and the relaying backhaul bearer and the mapping of the remote UE’s Uu DRB to the PC5 RLC bearer and the relaying backhaul bearer. 

Proposal 9 : For L2 UE-to-Network relay, the QoS of radio interface for remote UE can be ensured by the configuration of the PC5 RLC bearer and the relaying backhaul bearer and the mapping of the remote UE’s Uu DRB to the PC5 RLC bearer and relaying backhaul bearer.
3.3 Security
Based on the relay architecture discussed in section 3.1, by the end-to-end PDCP terminated at the remote UE and the network, the data security can be ensured between the remote UE and the gNB without exposing raw data at the UE-to-Network Relay UE. 

Observation 5: For L2 UE-to-Network relay, by the end-to-end PDCP terminated at the remote UE and the network, the data security can be ensured between the remote UE and the gNB without exposing raw data at the relay UE.
3.4 Service continuity
As discussed in section 2.4, there are three scenarios for service continuity for UE-to-Network relay.
For scenario 1 and scenario 2, when to perform (or the criteria for) link change/path switch and who controls the path switch shall be considered. In addition, lossless transmission for traffic forwarding during path switch shall be considered. In scenario 3, for L2 UE-to-Network relay, when the relay UE is handed over between serving cells, remote UEs served by it and moved together with it need to be considered for handover as well. So the remote UEs’ contexts in the network can remain collocated with the context of the relay UE. How to identify the followed remote UEs/the “group” of UEs and how to facilitate such group mobility and the detailed signalling procedures/specification impacts shall be considered. 
Proposal 10 : RAN2 is suggested to consider the following three scenarios for service continuity for L2 UE-to-Network relay:

Scenario 1: path switch between direct and indirect communication link for intra-gNB and inter-gNB case;
Scenario 2: path switch between indirect communication links (different relays) for intra-gNB and inter-gNB case;
Scenario 3: group mobility of UE-to-Network relay UE and remote UE.
Proposal 11 : RAN2 to discuss solutions for service continuity for L2 UE-to-Network relay considering the following issues: 

The criteria for path switch between direct communication link and indirect communication link and between the different indirect communication links;

Lossless transmission for traffic forwarding during path switch;

Identification of the “group” of UEs for group mobility and the signalling procedures to facilitate the group mobility.
4
Comparison of L3 and L2 based relay
Based on above discussion, a brief comparison of L3 and L2 UE-to-Network relay is given in Table 1. 
Table 1. Comparison of L3 and L2 UE-to-Network relay
	comparison
Relay type
	L3 UE-to-Network relay
	L2 UE-to-Network relay

	
	Normal architecture
	N3IWF architecture
	

	Visibility of the remote UE
	the remote UE is not visible to the gNB and the 5GC. 
	the remote UE is not visible to the gNB but visible to the 5GC.
	The remote UE is visible to the gNB and the 5GC. 

The remote UE has its own PDU sessions.

	Protocol stack
	IP routing.

Hop-by-hop over PC5 interface and Uu interface.
	IP routing.

IPsec is established between the remote UE and the N3IWF.
	End-to-end PDCP and hop-by-hop RLC.

	QoS for relaying
	For UL data transmission, QoS requirement can be achieved by configuring proper uplink QoS rules.
For DL data transmission, the mapping between the Uu traffic to PC5 traffic shall be considered.
	Except QoS of UP traffic of remote UE, Qos of 5GC CP traffic of remote UE also need to be ensured. 

IPSec is low efficiency and complexity

With additional N3IWF function and 5GC function of remote UE, latency may increase.


	The QoS of radio interface for remote UE can be ensured by the configuration of the PC5 RLC bearer and the relaying backhaul bearer and the mapping of the remote UE’s Uu DRB to the PC5 RLC bearer and relaying backhaul bearer.

	security
	End-to-end security for remote UE is not supported.
	The security can be ensured by IP-sec between remote UE and N3IWF.
	The security is ensured by the end-to-end PDCP terminated in the remote UE and the gNB.

	Service continuity
	Service continuity depends on upper layer solution which is out of scope of RAN2. 
	Service continuity depends on upper layer solution.
	The service continuity can be ensured by AS layer mechanism.

	Others
	
	Results in too much overhead as it needs three IP layers to pack it’s data, i.e. PDU layer, inner IP layer and IPSec layer

N3IWF may not be deployed.
	


Proposal 12 : RAN2 is suggested to consider above characteristics of L3 and L2 based UE-to-Network relay.
5 Conclusion
In this contribution, we discussed some main issues of L2-based and L3-based Relay, such as protocol stack, QoS for relaying, service continuity and security. And a brief comparison of L2-based and L3-based Relay was presented. Based on the discussion, we have the following observations and proposals:

For L3 UE-to-Network relay:
Proposal 1: Adopt the above control plane and user plane protocol stack for L3 UE-to-Network Relay.

Observation 1: For uplink data of remote UE, bearer mapping can be realized by using uplink QoS rules of relay UE.

Observation 2: for downlink data of remote UE, there are no Application Requirements and service type for relay UE to derive PC5 QoS rules.

Proposal 2: To release bearer mapping for downlink, the mapping between Uu traffic and PC5 traffic shall be considered.

Observation 3: End-to-end security can be realized by adopting the architecture with N3IWF function for L3 relay.

Proposal 3: RAN2 discuss whether remote UE and relay UE need to differentiate those different traffic and how remote UE and relay differentiate those different traffic.

Proposal 4: differentiate security traffic and non-security into different PC5-DRB and Uu DRB.

Observation 4: For adopting N3IWF architecture, the following restrictions are introduced: 

1. N3IWF using IPSec protocol to support end-to-end security, which is low efficiency and complexity cause too many signalings need to be exchanged; 

2. With additional N3IWF function and 5GC function of remote UE, latency of remote UE’s packet may increase.

3. Results in too much overhead as it needs three IP layers to pack it’s data, i.e. PDU layer, inner IP layer and IPSec layer

4. N3IWF may not be deployed.
Observation 5: Similarly with LTE L3 relay, service continuity can be realized by using application layer mechanism.

For L2 UE-to-Network relay:

Proposal 5 : Adopt the above control plane and user plane protocol stack for L2 UE-to-Network Relay.

Proposal 6 : gNB configures the mapping of remote UE’s Uu DRBs to PC5 RLC bearers for remote UE.

Proposal 7 : For the relay UE to forward remote UE’s traffic, multiple Uu relaying backhaul bearers may be used to carry traffic of different QoS classes, for one or multiple remote UEs.

Proposal 8 : RAN2 to discuss how to configure the mapping of the PC5 RLC bearer or the remote UE’s Uu DRB to relaying backhaul bearer at the relay UE.

Proposal 9 : For L2 UE-to-Network relay, the QoS of radio interface for remote UE can be ensured by the configuration of the PC5 RLC bearer and the relaying backhaul bearer and the mapping of the remote UE’s Uu DRB to the PC5 RLC bearer and relaying backhaul bearer.

Observation 6: For L2 UE-to-Network relay, by the end-to-end PDCP terminated at the remote UE and the network, the data security can be ensured between the remote UE and the gNB without exposing raw data at the relay UE.

Proposal 10 : RAN2 is suggested to consider the following three scenarios for service continuity for L2 UE-to-Network relay:

Scenario 1: path switch between direct and indirect communication link for intra-gNB and inter-gNB case;
Scenario 2: path switch between indirect communication links (different relays) for intra-gNB and inter-gNB case;
Scenario 3: group mobility of UE-to-Network relay UE and remote UE.
Proposal 11 : RAN2 to discuss solutions for service continuity for L2 UE-to-Network relay considering the following issues: 

The criteria for path switch between direct communication link and indirect communication link and between the different indirect communication links;

Lossless transmission for traffic forwarding during path switch;

Identification of the “group” of UEs for group mobility and the signalling procedures to facilitate the group mobility.
Comparison of L3 and L2 based relay:
Proposal 12 : RAN2 is suggested to consider above characteristics of L3 and L2 based UE-to-Network relay.
6 Reference
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