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1. Introduction
So far, the handling of DataInactivityTimer during DAPS handover is not discussed. In this paper, one remaining issue about the expiry DataInactivityTimer is raised for DAPS handover. Some analysis and potential solutions are provided.
2. Discussion
DataInactivityTimer is introduced in LTE and NR RRC to fix RCC state mismatch problem. In legacy handover, the MAC entity is reset, the DataInactivityTimer is stopped. And the DataInactivityTimer will not restart until the first uplink packet is transmitted to the target. Therefore, the expiry of DataInactivityTimer does not happen during legacy handover.
For DAPS handover, as the source MAC entity is not reset, and a new target MAC entity is established. The DataInactivityTimer of the source MAC may continue running due to temporary deterioration of the radio condition. Therefore, there is a possibility of expiry of DataInactivityTimer of the source MAC entity before source node is released. 
The existing possible value configuration for DataInactivityTimer and T304 is blow. The current specification allows the possibility that DataInactivityTimer of the source MAC expires before successful completion of random access to the target node if DataInactivityTimer is configured shorter than T304. 

DataInactivityTimer ::=         ENUMERATED {s1, s2, s3, s5, s7, s10, s15, s20, s40, s50, s60, s80, s100, s120, s150, s180}

t304                            ENUMERATED {ms50, ms100, ms150, ms200, ms500, ms1000, ms2000, ms10000},

Additionally, since the source MAC entity will be maintained for a while until explicit RRC message to release the source node is received, it is also possible that the DataInactivityTimer of the source MAC expires after successful completion of random access to the target and before the release of source node.
Observation 1: There is possibility that DataInactivityTimer of the source MAC entity expires before successful completion of the RACH to the target. 
Observation 2: There is possibility that DataInactivityTimer of the source MAC entity expires after successful completion of the RACH to the target and before the release of source node.

	5.3.8.5 UE actions upon the expiry of DataInactivityTimer 
Upon receiving the expiry of DataInactivityTimer from lower layers while in RRC_CONNECTED, the UE shall: 
1> perform the actions upon going to RRC_IDLE as specified in 5.3.11, with release cause 'RRC connection failure'.



If the DataInactivityTimer of the source MAC entity expires, according to current specification, the MAC entity would indicate to the RRC, and the RRC will transfer the UE to RRC_IDLE state. However, since target node is still expecting to establish or maintain RRC connection with UE, it is not expected that the UE to be transferred to RRC_IDLE state.
Observation 3: According to current specification, upon receiving the expiry of DataInactivityTimer from lower layers, RRC will transfer the UE to RRC_IDLE state.

Proposal 1. RAN2 discuss on how to handle the expiry of DataInactivityTimer of the source MAC entity during DAPS handover. 

To handle this issue, the following options can be considered:  
Option 1: Upon receiving the expiry of DataInactivityTimer from MAC layers of the source, the RRC shall ignore it, and maintains at RRC_CONNECTED state.
Option 2: Upon receiving the expiry of DataInactivityTimer from MAC layers of the source, the UE maintains at RRC_CONNECTED, stops data transmission or reception via the source link and releases the source link connection (the same handling as radio link failure of the source)
Option 3: The DataInactivityTimer configuration of the source should be released explicitly by RRC message before DAPS handover command is sent

In case of Option 1, the handling of DataInactivityTimer is not supported. In case of Option 3, the configuration of DataInactivityTimer is released explicitly. For these two options, the connection with the source will be maintained until source RLF is triggered at the UE side or source is released explicitly by the target. 
However, due to bad radio condition, the source node may decide to stop scheduling data to the UE for example if maximum number of RLC retransmission exceeds in DL, while source RLF may haven’t been triggered at the UE side. Thus maintaining the connection with source link will lead to a waste of UE capability. e.g. UE power.
In that sense, as there is some benefit to release the source link, we prefer to apply the same mechanism of source RLF for this case.
For the handling of RLF of the source node before the successful completion of RACH to the target, the source link is released but the RRC configuration should be maintained in case of RRC re-establishement. The RLF detection of source node is not supported after successful completion of RACH to the target, considering this is a short period, and the source is released anyway soon.
In this case of DataInactivityTimer, one option is to be consistent for the case of before and after RACH procedure. The other option is similar to RLF, the handling of expiry of source DataInactivityTimer after RACH is not supported. We think the same principle can be applied, do not have any special handling for the expiry of source DataInactivityTimer after successful completion of RACH to the target.
[bookmark: _GoBack]Proposal 2. Before successful completion of RACH to the target, upon receiving the expiry of DataInactivityTimer from MAC layers of the source, the UE maintains at RRC_CONNECTED, stops data transmission or reception via the source link and releases the source link (the same procedure as source RLF). 
Proposal 3. After the successful competition of RACH to the target, ignore the expiry of DataInactivityTimer of the source MAC entity, i.e. do not support any handling of the expiry of DataInactivityTimer of the source MAC entity.

Moreover, before source is released, it is possible that the DataInactivityTimer of the target MAC expires. As the source link is still maintained, then the question would be whether the UE should go to RRC_IDLE state. On the other hand, the expiry of target DataInactivityTimer before source is released would be a rare case, as this requires at least one second, while usually the source should be released shortly after handover success.
Proposal 4. There is no need to specify the handling of expiry of DataInactiviyTimer of the target during DAPS handover.
3. Conclusion
In this contribution, we raised one issue on the expiry of DataInactivityTimer during DAPS, and have the following observation and proposals:
Observation 1: There is possibility that DataInactivityTimer of the source MAC entity expires before successful completion of the RACH to the target. 
Observation 2: There is possibility that DataInactivityTimer of the source MAC entity expires after successful completion of the RACH to the target and before the release of source node.
Observation 3: According to current specification, upon receiving the expiry of DataInactivityTimer from lower layers, RRC will transfer the UE to RRC_IDLE state.

Proposal 1. RAN2 should discuss on how to handle the expiry of DataInactivityTimer of the source MAC entity during DAPS handover. 
Proposal 2. Before successful completion of RACH to the target, upon receiving the expiry of DataInactivityTimer from MAC layers of the source, the UE maintains at RRC_CONNECTED, stops data transmission or reception via the source link and releases the source link (the same procedure as source RLF). 
Proposal 3. After the successful competition of RACH to the target, ignore the expiry of DataInactivityTimer of the source MAC entity, i.e. do not support any handling of the expiry of DataInactivityTimer of the source MAC entity.
Proposal 4. There is no need to specify the handling of expiry of DataInactiviyTimer of the target during DAPS handover.

