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1. Introduction
During RAN2#109-e, UE specific DRX for NB-IoT was discussed. The value range was discussed as well with following output:

R2-2001804
Report of [AT109e][318][NBIOT] value range of UE specific DRX in NB-IoT
Huawei
· Noted
	Agreements:
· FFS: 320ms, 640ms, 1280ms, 2560ms, 5120ms and 10240ms are supported for UE specific DRX cycle in NB-IoT cell, for both EPS and 5GS. 
· Reply CT1 LS to inform the values for UE specific DRX cycle in NB-IoT cell are FFS.



It was agreed to have the following email discussion: 

· [Post109e#15][NBIOT] UE specific DRX: DRX cycle values (Sequans)
      Scope: Identify the RAN2 issues created by shorter DRX cycles that cannot be solved.

      Intended outcome: report to next meeting

As agreed earlier, the scope includes “identify issues/limitations and possible solutions”. In this document, we report the email discussion results and make corresponding proposals.
2. Discussion
2.1. PO timing jitter
In LTE (including eMTC), UE specific DRX enables the UE to benefit from a reduced paging latency: as long as there are enough paging resources, the maximum paging latency is equal to the requested UE specific DRX (within a few ms e.g. in case of TDD). 
In NB-IoT though, as soon as the cell support UEs in bad coverage, DL scheduling gaps can be configured (on a cell basis) to avoid blocking of other UEs in better coverage. 
The gaps are supposed to be applied only by UEs in bad coverage, to allow reserved subframes for UEs in good coverage. However, in IDLE, all UEs are considered in bad coverage and apply the gap pattern. 
We consider below an example where a gap pattern of 1024sf periodicity and 512sf duration is configured, and the resulting behaviour on a UE with UE specific DRX T=320ms.
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In this example, the actual DRX cycle distribution (spacing between UE POs) in a multiframe would be as follows (instead of having 10240/320= 32 DRX cycles with length 320ms). 

[image: image2]
As it can be seen, despite setting UE specific DRX cycle to 320ms, the paging latency may be up to 832ms (even without any paging load), i.e. the objective of the feature is not reached. Such issue does not occur in LTE/eMTC. The PO timing jitter occurs in legacy NB-IoT, however to a much less extent (given the larger DRX value), and is not a problem as paging latency is not a requirement in legacy NB-IoT. 

Q1a: Do companies agree with previous analysis?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes for particular configuration in the example (only possible for TDD)
	The issue described in the figure and table only exists when:
1. There are many bad coverage UE in the cell thus DL gap needs to be configured; and
2. For certain gap configuration (1024sf  periodicity in the example is the maximum value that only supported for TDD)
For point 1:

DL gap is an optional configuration. We think it depends on the practical deployments for different operators. There are deployments which do not need extreme coverage enhancement at all, or with some UEs in deep coverage but not many. If there are no/not many UEs in deep coverage which need to be paged, which is the normal case in practise, the probability of UEs in good coverage being blocked by large repetitions is not very high, thus gap configuration is not needed.
For point 2:

Even if DL gat is configured, the gap is used to schedule UEs in good coverage. From this point of view, short gap duration should be enough as normally UEs in bad coverage will cost most of the resource in the cell and short gap can make UEs in deep coverage receive NPDSCH faster to avoid power consumption. Thus we do not think the combination between oneHalf of dl-GapDurationCoeff and 1024sf dl-GapPeriodicity is a proper configuration. The issue in the figure can be avoided by proper configuration. e.g.:

· If gap duration is 256sf (1024 in the example is for TDD), only the forth and the eighth PO will be postponed. 
· If the gap periodicity is smaller or equal to 256sf, the issue does not exist at all.
· Even if we need to reserve 50% resource for UEs in good coverage, smaller periodicity with oneHalf Coeff is more preferable as the scheduling delay jitter for UEs in good coverage is smaller.

In summary, the problem/configuration in the example is unlikely to occur in most/all practical deployments, and can anyway be avoided using proper NW configuration.

	Sequans
	Yes
	As explained, PO timing jitter always occurs when there are DL gaps, even in legacy.
So not clear why Huawei thinks this only occurs with 1024sf  periodicity (?).

Here are the distributions for some other cases:
1) dl-GapPeriodicity=512sf, dl-GapDurationCoeff=0.5:
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(most of the time, effective DRX is 512, not 320)
2) dl-GapPeriodicity=512sf, dl-GapDurationCoeff=3/8:
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(effective DRX still up to 704ms)
3) dl-GapPeriodicity=256sf, dl-GapDurationCoeff=0.5
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(for ¼  of DRX cycles, effective DRX is 448ms, quite larger than expected 320ms).

When UE specific DRX is configured, paging latency is expected to be as low as the configured UE specific DRX. This is the case in LTE/eMTC.

So Sequans would prefer that the effective DRX periodicity is the one requested by the UE, as it is the case in LTE/eMTC.

NOTE: in 36.211, gap occurs first within a dl-gapPeriodicity, contrary to what is showed in the figure, but that does not change anything to the issue and statistics have been made with the correct gap placement.

	Lenovo
	Yes
	

	CMCC
	Partially agree
	Bad coverage of many UEs is the cause instead of DL gap configuration, which is only a solution to avoid blocking UEs in better coverage. Besides, DL gap is optional and is necessary only when there are many UEs in bad coverage, which is a rare case from our point of view and therefore should not be the reason of forbidding further value extension.
For the case that DL gap is configured, we agree with Huawei that network implement can ease or avoid this issue.

	Qualcomm
	Yes
	While its true the actual paging time jitter depends on cell configuration but never the less, the jitter is non-negligible and cannot be ignored when deciding shorter UE specific DRX values. 

	China Unicom
	Yes for some deployments
	The gap configuration raised by the rapporteur only exists in some deployments, i.e. there are many UEs in extreme coverage. We do not think this is the only typical deployment for NB-IoT.

We think it is important to support UE specific DRX values of 320ms/640ms to extend the use case of NB-IoT, but it is not necessary to combine the use of UE specific DRX and extreme coverage. It should be up to the network to decide whether to use UE specific according to the deployment and use case.

	China Telecom
	Good analysis, but
	Agree with China Unicom that Extreme coverage in not generic.

	MediaTek
	Partially agree
	Under certain configuration combinations, the short UE DRX cycle value can’t fully reach its aim. But it still can reduce the latency in the extreme case, e.g. 832ms is shorter than 1280m).

	ZTE
	-
	For the given special GAP and DRX configurations (e.g., large GAP and short DRX), the analysis is correct, and in these cases, the paging latency cannot be shortened.

But for different GAP values, the results are different. Especially, for the case that “useNoGap” is configured, every DRX cycle can be used, and the paging delay will be equal to the DRX cycle length. 

	Ericsson
	Yes but…
	It is known that specifications allow configurations that may not be realistic or practical when it comes to deployment. The assumption has been that it would be up to the network to come up with a useful configuration to achieve the performance required/expected. The configuration in the scenario brought up as an example is technically possible, however it is not very likely to happen considering that UEs in deep/extreme coverage are relatively few in percentage when compared to the rest in a network and usually they are not expected to be paged frequently, So there will not be a need to configure the DL gap most of the time in typical deployment scenarios and even if so we expect that the gap duration would be quite short considering that it would be used to schedule UEs in good coverage.

	
	
	


Possible solutions include: 
1- UEs using specific DRX do not apply DL gap pattern (given that UEs using UE specific DRX are expected to be in good coverage, it seems not required for them to apply DL gap pattern – they will not block other UEs). 
2- UEs using specific DRX are mapped to specific carriers (proposal 2 in [3]) (it also enables to solve the issue as DL gap pattern are specified per paging carrier, they can be deactivated on the carrier used by UEs using specific DRX)
x- Others

Q1b: What are company proposed solutions, if any?

	Company
	Solution, if any

	Huawei, HiSilicon
	· Solution a: More paging resources. If there are more paging resources in a cell, i.e. more paging non-anchor carriers are deployed, on each carrier the average number of UEs in bad coverage will be reduced. Thus there may be no need to configure the gap, or the gap duration can be configured to a very small value. This solution is up to network implementation, no specification change is needed.

· Solution b: SIB indication. This allows the operator to decide whether to use UE specific DRX according to the practical deployments, e.g. how many bad coverage UEs, how many paging resources can be configured and whether/which gap is configured. We have agreed that SIB indication is needed for EPC. Since the issue is common for both EPC and 5GC, we propose to introduce SIB indication also for 5GC.

	Sequans
	Solution 1 is the simplest. 
In our view, UEs using UE specific DRX are expected to be in good coverage.
We find it quite inefficient that those UEs apply the gap pattern: not only PO timing jitter is created but also more paging blocking would occur.
In eMTC, a cell can be configured to address UEs in deep coverage and still handle UEs with short UE specific DRX without PO timing jitter issue.

Solution 1 (or 2) would allow NB-IoT to have a UE specific DRX as efficient as it is in eMTC, which works as expected even in cells supporting deep coverage UEs.

	Lenovo
	We think the issue could be avoid by proper network configuration, such as more paging resources, then no solution is necessary to be introduced.

	CMCC
	We prefer the SIB indication solution as in EPC with minimum specification change.

	Qualcomm
	Solution 1: Even a UE configured with short UE specific DRX value can be in bad coverage. Can this solution work with such UEs? Also, what if these gaps are needed for other reason?

Solution 2: This is cleaner, but it has the drawback of paging resource segmentation. With release 16 WUS, paging resource segmentation can already happen and now there is another dimension to this segmentation. In any case, as these UEs can also be in bad coverage then shorter (or no downlink gaps) makes sense?

Solution: Better to define the same set for UE specific DRX as it is for default DRX. 

	China Unicom
	See our reply to Q1a.

If this deployment occurs, we think it is important to have SIB indication for both EPC and 5GC so that the network can enable/disable the use of UE specific DRX according to deployments and use cases.

	MediaTek
	A proper network configuration would be enough.

If the UE stop using the UE specific DRX because of the SIB indication, the latency is actually increased. Even under the extreme case, shorter DRX cycle value is beneficial.

	ZTE
	It can be based on eNB implementation, e.g. eNB can configure dl-GAP with “useNoGap” or small duration values.

	Ericsson
	These solutions may work, but questions would pop up some of which have already been mentioned in the replies above from companies. We don’t think there is a need to specify any solution; this can be handled by network implementation as discussed in our reply to the previous question.

	
	

	
	


In the particular example above (T=320ms and gap duration=512ms), it can be seen that up to 2 POs can fall into a gap and be “postponed”. Such scenario is not possible in legacy NB-IoT, for which only 1 PO at the maximum can fall into a gap and be postponed. It may not be clear how exactly 2 POs can be postponed (there could be either “merged” as in the figure, or handled “consecutively”). This is under RAN1 responsibility, so if this scenario is possible, RAN1 might need to be involved.

Q1c: What are company views on this issue?

	Company
	Views

	Huawei, HiSilicon
	We do not see critical issue. As our reply to Q1a, the issue is just created by extreme/special configuration, which is not typical in practical deployments and does not make much sense from the NW point of view
1. sf1024 periodicity only applies to TDD. For FDD, the maximum gap length is 512*1/2=256ms, smaller than 320ms thus no such issue.

2. See point 2 in our reply to Q1a. We do not see motivation for such configuration.

	Sequans
	Having 2 POs falling into one gap occurs in following cases:
- T=320ms , periodicity 1024 and gap duration 512 (coeff 0.5)
- T=320ms, periodicity 1024 and gap duration 384 (coeff 0.375)
If those cases are possible, it should be clear what needs to be done.

We propose either:

- indicate that those cases will not be configured (e.g. in CM notes) so that UE implementation does not need to care about those cases

- not allow T=320ms

- agree on a solution, e.g. merge the POs as in the figure.

	Lenovo
	The configuration with T 320ms and gap duration 512/384 ms is not so typical or necessary in real deployments, it may be avoided by network implementation.

	CMCC
	Considering that this issue is a rare case and network implementation is enough, we see no need to involve RAN1.

	Qualcomm
	Not only the gap duration but periodicity will also need to be selected carefully otherwise you could end-up with large percentage of POs falling in the gaps and negating the advantage of shorter DRX cycles. While its true  for FDD the largest gap is 256ms but even that causes paging to be delay close to a full 320ms DRx.but it’s not persistent.

	China Unicom
	Please see our reply to Q1a and Q1b.  The issue is only for some deployments.

	MediaTek
	It’s depend on the configuration, which network can avoid in the field.

PO timing jitter always occurs when there are DL gaps, even in legacy. So this is not the reason to rule out shorter DRX cycle value, especially even in the extreme configuration, the goal of reducing the latency is achieved, e.g. 832ms is less than 1280m.

	ZTE
	Even postponed 2 POs, the paging delay will not be larger than the legacy NB-IoT DRX cycle value. 
The short DRX cycle length (e.g. 32rf, 64rf) has gains for paging delay in some configurations while has no gains in other cases, but it also has no negative impacts for paging delay. 

	Ericsson
	We do not think this is a problem. It is also not clear why there would be a need to merge considering that the purpose of paging is to reach the UE via paging message. If that was not successful after a particular PO, the network may try during the next occasion. 

	
	

	
	


2.2. Blocking by UEs in bad coverage
In NB-IoT, frequency multiplexing on the same NB-IoT carrier is not possible with UEs in bad coverage. This can delay addressing of UEs in good coverage conditions (which are the majority of UEs). This was handled for addressing UEs in CONNECTED in Rel-13 by introducing DL transmission gaps, however this was not handled for addressing UEs in IDLE (paging) because there was no requirement for short paging latency (all UEs in IDLE are considered in bad coverage with respect to gaps, and would apply them).
In the following we consider a UE A in good coverage and a UE B in bad coverage. The following happens:

Addressing UE A in CONNECTED without/with configured DL transmission gaps:
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Addressing UE A in IDLE (paging) without/with configured DL transmission gaps:
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As it can be seen, paging of UE A might be largely delayed, and this is increased by the introduction of DL transmission gaps. This issue does not exist in LTE/eMTC (no DL scheduling gaps were introduced, contrary to NB-IoT, even in CONNECTED). Again, the objective of the feature is not reached which could limit the need of very short DRX cycles.
It can be noted that the UE B in bad coverage might be either in IDLE (paging), or in CONNECTED. For a UE B in CONNECTED, a few mitigation means exists (scheduling UE B on a dedicated carrier, scheduling delay between NPDCCH and NPDSCH which enables to have some POs between them). However for a UE B in IDLE, there is no such flexibility, in particular there is no additional delay between NPDCCH and NPDSCH to allow scheduling in between. In addition, if UE B is in IDLE, NPDCCH for paging UE B will not only block paging of UE A but also leads to false paging (UE A will decode paging NPDCCH for UE B and try to decode corresponding paging message).
Q2a: Do companies agree with previous analysis?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	No
	We disagree this issue does not exist in eMTC. Paging transmission for bad coverage UEs may delay paging/packet for other UEs, this is common for NB-IoT and eMTC, with or without gap configuration. In eMTC, with 256 repetitions for MPDCCH and 2048 repetitions for MPDSCH (invalid subframes are not considered), new paging message/packet arrived during the repetitions may be delayed up to 2.3s. We think the situation is even worse in eMTC as the feature is mandatory in the NW side (MME cannot reject/modify the value and eNB cannot disable the use), there is no flexibility for the NW to disable smaller values or disable the feature to avoid negative impact if extreme coverage is needed.
This issue exists only when:

1. Rmax is very large, i.e. extreme coverage enhancement needs to be supported in the cell. In practise this is usually/never the case; and
2. There is paging for UEs in extreme coverage level transmitted. 
For 1 and 2, please refer to our point 1 in Q1a, i.e. it depends on whether / how many UEs in extreme coverage needs to be supported on one paging carrier. 
In summary, the problem is unlikely to occur in most/all practical deployments, and can anyway be avoided using proper NW configuration.

	Sequans
	Yes
	Answering to HW comments above:

1) As explained, DL gaps were not introduced for eMTC. We think this is because the scheduling delay due to addressing UEs in bad coverage is much less (which is expected because the BW is 6 times the one of NB-IoT)

2) About  “In eMTC, with 256 repetitions for MPDCCH and 2048 repetitions for MPDSCH (invalid subframes are not considered), new paging message/packet arrived during the repetitions may be delayed up to 2.3s.”
This is actually incorrect because in eMTC, PDSCH can be scheduled on a different narrowband that MPDCCH (note that MPDSCH does not exist).
I.e., in eMTC, there is already a way to avoid blocking during “MPDCCH+PDSCH duration”
Conversely, in NB-IoT it is no possible to schedule NPDSCH on a different carrier so that there will be blocking during “NPDCCH+NPDSCH duration”.
3) Figures taken for eMTC are the maximum values. If we do the same for NB-IoT, we have 2048 repetitions for NPDCCH and 2048*10 for NPDSCH i.e. 22.5s delay.
Generally, given the 6 times lower bandwidth of NB-IoT compared to eMTC, it is obvious that the delay related to blocking of UEs in bad coverage is at least 6 times more in NB-IoT (around 10 times more if we consider max possible values).
Nevertheless, eMTC has already more features to handle this (e.g. scheduling paging PDSCH on a different narrowband than the PO).
Again, we believe UE specific DRX feature should works well also in cells supporting deep coverage (as it is the case for eMTC), as it is a basic use case of NB-IoT.


	Lenovo
	Yes
	We think the problem may be existed by this kind of network configuration, but the blocking problem is rarely to happen in most practical deployments, it may be network implementation to avoid this network configuration and relevant blocking problem.

	CMCC
	No
	See in Q1a. DL gap is not the cause of this issue and thus it is not a NB-IoT-specific issue. And extreme coverage enhancement is a rare case.

	Qualcomm
	Yes
	In eMTC, MPDCCH and PDSCH can be on different narrowbands hence blocking can be avoided. It is an extreme case where the same MPDCCH and PDSCH resources need to be used for transmitting page with maximum repetitions and a page with few repetitions. Yes, the issue exists in eMTC but the severity i.e. chance of this happening is much lower and the eventually delay is significantly less than possible with NB-IoT.

	China Unicom
	Yes for some deployments
	Same as our reply to Q1a, the issue raised by the rapporteur only exists in some deployments, i.e. there are many UEs in extreme coverage, which is not the only typical deployment for NB-IoT.

It is not necessary to combine the use of UE specific DRX with such deployment.

	China Telecom
	No
	Huawei’s comments make sense.

	MediaTek
	No
	This issue does not caused by the shorter DRX cycle value, but the DL gap does. Generally speaking, shorter DRX cycle value allows the UE to using more POs, thus the possibility that UE can received the paging message in DL gaps is increased. Shorter DRX cycle value can help to mitigate this issue rather than intensify the issue, not even cause the issue.

	ZTE
	No
	If two UE’s CSS-paging overlaps, paging false awake cannot be avoided, but it will not cause paging failure. 
In fact, the smaller the DRX cycle length is and the more paging radio frame is, the more the paging false awake is. It is normal, and it is the acceptable cost for supporting small paging delay.

	Ericsson
	Yes, but …
	We think this can be addressed with network implementation as mentioned in our previous comments. Regarding whether the issue exists for eMTC; we do not agree with Huawei’s comments. The issue was actually discussed before in RAN2. In eMTC, MPDCCH and PDSCH can be scheduled using different narrowbands and as concluded in RAN2 earlier, it is possible to schedule MPDCCH even for the worst coverage case while avoiding the overlap (and thus also the possibility for false paging)

	
	
	


Possible solutions include: 
1- UEs using specific DRX do not apply DL gap pattern
2- UEs using specific DRX are mapped to specific carriers (proposal 2 in [3]) 
x- Others
Q2b: What are company proposed solutions, if any?

	Company
	Solution, if any

	Huawei, HiSilicon
	Same as Q1b, i.e.

· More paging resources.

· SIB indication in both EPC and 5GC

	Sequans
	Solution 2 would enable NB-IoT to most efficiently supports UE specific DRX whatever the coverage level supported in the cell, however incurs more ASN1 changes.
Solution 1 is simple and allows completely addressing the issue. 

	Lenovo
	We think the better solution is to reuse the legacy technique, such as the more paging resource mentioned by HW. We don’t desire new solution introduced here, considering the limited time for R16 and extra impact potentially generated by new solution. 

	CMCC
	We prefer the SIB indication solution as in EPC with minimum specification change.

	Qualcomm
	Solution 1: DL gaps were originally intended for connected mode use hence if these were now re-purposed for idle mode use then it will effectively block their usage in connected mode (i.e. good coverage UEs in connected mode could suffer).

Solution 2: Assigning some paging carriers for UEs using UE specific DRX will cause resource segregation and this is highly undesirable.

Prefer to limit UE specific DRX to same set as default DRX set.



	China Unicom
	SIB indication for both EPC and 5GC is needed so that the network can control the use of UE specific DRX according to deployment and use case.

	MediaTek
	Same method as what needed for the legacy NB-IoT. Because the shorter DRX cycle value does not cause the issue.

	ZTE
	No specification change is needed. It can be left to eNB implementation.

	Ericsson
	Please see our previous replies. We do not think a solution is needed.

	
	

	
	


2.3. Load balancing across paging carriers
In legacy NB-IoT, POs (over all UEs) are supposed to be spaced out such as there is no paging CSS overlap. This is the reason why extended nB values were introduced. It is expected that nB is set to values such as T/128, T/256 etc (corresponding to overall spacing of POs of 128RFs, 256RFs etc). 
The paging carrier is determined based on floor(UE_ID/(N*Ns)) mod W
, with N=nB and Ns=1 when PO spacing is at least 1 radio frame, according to formula in 36.304. The UEs with same value of “floor(UE_ID/(N*Ns)) mod W” will end up on the same carrier. Assuming nB=T/1024 (largest PO spacing of 1024), and e.g. 16 carriers
 are configured with equal weight 1, then all UEs with UE specific T=32 and T=64 would be on carrier 0 only, all UEs with UE specific T=128 would be on carrier 0 and 8 only etc. Assuming nB=T/512 (PO spacing of 512), then all UEs with UE specific T=32 would be on carrier 0 only, all UEs with UE specific T=64 would be on carrier 0 and 8 only, etc.
This is opposite to the expected even load balancing and would increase paging blocking probability, which could limit the need of very short DRX cycles.
The issue appears in simple (and reasonable?) configurations. We assume a deployment with 2 similar non-anchor paging carriers NA1 and NA2, where it is desired to offload paging on those 2 non-anchor paging carriers. It would be natural to configure weight of anchor as w0 and weight on both non-anchor carriers as w1. However this fails for UEs with T=32 as soon as nB < T/32, and for UEs with T=64 as soon as nB < T/64: 
	nB
	T/16
	T/32
	T/64
	T/128
	T/256
	T/512
	T/1024

	T=32
	NA1/NA2 evenly
	NA1/NA2 evenly
	NA1 only
	NA1 only
	NA1 only
	NA1 only
	NA1 only

	T=64
	NA1/NA2 evenly
	NA1/NA2 evenly
	NA1/NA2 evenly
	NA1 only
	NA1 only
	NA1 only
	NA1 only


Q3a: Do companies agree with previous analysis?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	No
	The issue is created by extreme/unreasonable configuration:
1. nB=T/1024 is the smallest nB and it is typical configuration which will cause fractioanl nB value issue. As discussed in eMTC, this should be avoided by proper configuration if possible.
2. Special case in which equal weights w1 for all carriers is assumed. Thus the total weight W=16
 for 16 carriers. Actually the weight for each carrier can be from 1 to 16.
3. The reason why only carrier 0 is always used in the example is that floor(UE_ID/(N*Ns)) = UE_ID *32 (T=32), which is always multiple of 32. Thus UE_ID *32 mod 16 is always 0. From our point of view this can be avoided by several ways:
·  Option 1: if the number of carries is odd value, e.g. 15, in this case, the total weight W = 15. For T = 32:

If UE-ID = 1001: floor(UE_ID/(N*Ns)) mod 15 = 1001*32 mod 15 = 7

If UE-ID = 1002: floor(UE_ID/(N*Ns)) mod 15 = 1002*32 mod 15 = 9

If UE-ID = 1003: floor(UE_ID/(N*Ns)) mod 15 = 1003*32 mod 15 = 11
·  Option 2: still equal weight, but weight for all carriers are not 1, e.g. w=16, in this case, total weight W = 16*16 = 256, for T=32, according to NB-IoT formula:

If UE-ID = 1001: floor(UE_ID/(N*Ns)) mod 256 = 32,  Carrier ID = 2 

If UE-ID = 1002: floor(UE_ID/(N*Ns)) mod 256 = 64,  Carrier ID = 4

If UE-ID = 1003: floor(UE_ID/(N*Ns)) mod 256 = 96,  Carrier ID = 6
·  Option 3: the example assuming equal weight, for unequal weight, the issue is unlikely to occur 

4. The issue is common for eMTC, we can easily find similar special configuration in eMTC, e.g. nB= T/256 and Nn = 2. In this case, for T=32, T=64 and even T=128, floor(UE_ID/(N*Ns)) mod W = 0 always. Thus the same paging narrowband will be chosen by those UEs?
In summary, the configuration is very special and common for eMTC. It can anyway be avoided using proper NW configuration

	Sequans
	Yes
	We don’t agree with Huawei comment 1. “1.
nB=T/1024 is the smallest nB and it is typical configuration which will cause fractioanl nB value issue. As discussed in eMTC, this should be avoided by proper configuration if possible.”
On the contrary, the eMTC discussion  concluded (after 6 months) with the following agreement “RAN2 understands that nB value can be fractional” (RAN2#106)
As indicated, this would also occur in typical simple scenarios.

In above simple scenario (2 NA paging carriers with weight w1, anchor weight w0, nB=T/64), the issue can be mitigated by e.g. using instead weight w16 for both NA carriers.

This is not a critical issue, but clearly does not work as expected.


	Lenovo
	No
	We agree the issue of load balance on paging will be introduced by these configuration, but the issue could be avoided by proper network configuration.

	Qualcomm
	Yes
	This could be one way to have UEs with short DRX cycles bunched on specific carrier.

	China Unicom
	No
	We think the issue should be avoided by propoer network configuration.

	China Telecom
	No
	The issue can be avoided by network configuration

	MediaTek
	No
	Load balance can be avoided by a proper network configuration. And also, network can utilize this mechanism on purpose to allocate UEs with short DRX cycle value to specific carrier. It hardly can be called as an issue.

	ZTE
	No
	The issue does not only exist for small UE specific DRX.

For fractional nB, the paging un-balancing issue between different carriers always exist, even for legacy DRX cycle value. E.g. T=128, nB=T/1024, then nB=1/8. If W=2, then all UE with T=128 will be on carrier 0.

This issue can be avoided via the eNB implementation (e.g. suitable radio parameters configuration).

	Ericsson
	Yes considering the latest updates in the analysis
	We do not think this is a critical issue that needs to be address and it can be avoided by network implementation depending on the deployment.

	
	
	

	
	
	


Possible solutions include: 
1- N shall be calculated as max(min(T,nB),1) for UEs using specific DRX (proposal 5 in [3]) (similar was proposed as well in [4] for eMTC)
x- Others
Q3b: What are company proposed solutions, if any?

	Company
	Solution, if any

	Huawei, HiSilicon
	Not needed.
As the issue is common for both NB-IoT and eMTC, if any solution is needed, it should be introduced for both NB-IoT and eMTC:

· From R16 in NB-IoT

· From R13 in eMTC

	Sequans
	Solution 1.

In eMTC, this was not fixed because it would have required UE/NW capabilities, which was overkilled for such non-critical issue.
In NB-IoT, we now have those capabilities, the fix is straightforward (one line), and was even proposed by Huawei in [4] R2-1907016.
Note that there are already other load balancing issues that were addressed in 36.331, e.g. it is specified:

“To avoid correlation between paging carrier and paging occasion, the weights should be assigned such that: nB * W <= 16384.”
However we feel that it would be a bit complex to define such rules to avoid above issue. It is more straightforward to just fix it.

	Lenovo
	We think it is not needed based on our above view that this issue could be avoided by network configuration.

	CMCC
	This is not a critical issue and can be avoided by network implementation.

	Qualcomm
	Will any modification to paging carrier selection will prevent UEs using larger DRX values from selecting the same carrier as UEs using shorter DRX cycles? If not, then paging to shorter DRX UEs can be blocked but the percentage of blocking depends on how often UEs in deep coverage are paged.

	China Unicom
	It should be avoided by proper network implementation.

	MediaTek
	Same like CMCC, it’s not a critical issue and can be avoided by implementation.

	ZTE
	As mentioned above, this issue can be avoided via the eNB implementation (e.g. suitable radio parameters configuration).

	Ericsson
	We do not think a solution is needed.

	
	

	
	


2.4. UE paging CSS overlap

Note that paging CSS length is equal to broadcasted paging Rmax, and is independent of the UE coverage state.

In eMTC, 36.213 specifies “The BL/CE UE is not expected to be configured with overlapping MPDCCH search spaces of the same type”, and RAN2 agreed the following “It is up to the network to ensure that number of valid subframes configured would make it possible to transmit enough number of repetitions to transmit PDCCH scrambled with P-RNTI between POs for the maximum CE level supported in the serving cell” (captured in CM notes). Note that for eMTC, max MPDCCH repetitions is 256sf only which means paging CSS overlap might have occurred only when NW configures not enough valid subframes, so the configuration restriction is not very strong on NW side.

In summary, for eMTC, eNB configuration ensures that there is no paging CSS overlap: for a UE using T=320ms, and MPDCCH repetitions set to the maximum of 256sf, there will always be enough valid subframes to transmit up to 256 repetitions at each PO. As UE paging CSS overlap is not possible, there is no possible issue of paging failure and UE behavior is well specified.
Q4a: Do companies agree with previous analysis for eMTC?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	

	Sequans
	Yes
	

	Lenovo
	Yes
	

	CMCC
	Yes
	

	Qualcomm
	Yes
	

	China Unicom
	Yes
	

	China Telecom
	Yes
	

	ZTE
	Yes
	

	Ericsson
	Yes
	

	MediaTek
	Yes
	


In legacy NB-IoT, up to 512, 1024, and 2048 max NPDCCH repetitions can be used. A UE using T=320ms or 640ms with such cell configuration will have paging CSS overlap, even if all subframes are configured as valid DL subframes. The paging CSS overlap means: there are not enough valid subframes between POs to transmit enough paging NPDCCH repetitions for some of the supported CE levels in the cell. 
In NB-IoT, 36.213 specifies “the UE is not required to monitor NPDCCH candidates of an NPDCCH search space if an NPDCCH candidate of the NPDCCH search space ends in subframe n, and if the UE is configured to monitor NPDCCH candidates of another NPDCCH search space having starting subframe k0 before subframe n+5.”  In our understanding, this means that a UE using T=320ms would e.g. only decode up to 256 repetitions maximum (as the candidate with 512 repetitions overlap with next CSS). If  more repetitions are needed (e.g. because the UE ends up in bad coverage), such UE might not receive enough repetitions and might fail to decode paging. 
If gaps are configured (which would be likely the case on a cell which supports deep coverage), the situation becomes worse because there are less subframes available for repetitions. In section 2.1, it can be seen that some PO spacing becomes only 64 subframes – assuming some of these are for SI or synchronization, available subframes might be much less. 
In above situations, not only paging NPDCCH decoding would fail, but the UE would have spent time receiving/accumulating NPDCCH for nothing, increasing power consumption. 
Q4b: Do companies agree with previous analysis?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes for 512, 1024 and 2048
	The issue only exists for Rmax larger than 512, 1024 and 2048. As we commented, the motivation of this feature is to extend the use case of NB-IoT. It is not necessary to configure very large Rmax as well as use UE specific DRX. It is up to the operator to decide according to the deployment. 

As far as we know, 512/1024/2048 are not typical configurations in the practical deployments for NB-IoT. For the network in which extreme coverage is needed, it is up to the MME to reject/modify small values or the eNB to disable the use of UE specific DRX.

	Sequans
	Yes
	

	Lenovo
	Yes
	

	CMCC
	Yes
	

	Qualcomm
	Yes
	

	China Unicom
	Yes for some deployments
	Similar comments to Q1a, the issue only exists for some values of Rmax (>512), which are only related to some deployments with UEs in extreme coverage.

Smaller UE specific DRX values are important to extend use cases for NB-IoT but it is not necessary to link the use to the deployment with many UEs in extreme coverage.

	China Telecom
	Yes
	

	ZTE
	Yes, but
	As mentioned above, we understand the CSS-paging overlap issue (e.g., the paging for UE with UE specific DRX is blocked by large repetition transmission for UE-B) is existing issue, not new one caused by UE specific DRX. 

Even it may cause increasing power consumption, since we think the small DRX cycle length is for less paging delay, we don’t think this is a big issue (especially compared with the benefits of introducing UE specific DRX).

	Ericsson
	Yes for certain number of repetitions
	

	MediaTek
	Yes
	


As indicated above, for eMTC this was solved by eNB configuration restriction (in CM notes): “It is up to the network to ensure that number of valid subframes configured would make it possible to transmit enough number of repetitions to transmit PDCCH scrambled with P-RNTI between POs for the maximum CE level supported in the serving cell”.
If we go for same solution in NB-IoT, the eNB configuration restriction is much more drastic. This basically prevents using 512, 1024 and 2048 repetitions if T=320ms is supported; or 1024 and 2048 repetitions if T=640ms is supported (even with all subframes being valid subframes). This also likely prevents some gap configurations (due to PO timing jitter, the spacing between POs becomes much less than T as seen in 2.1). It is not clear from WI objective if the feature shall be introduced with such configuration restrictions, as both enhanced coverage support including gap configurations are core features of NB-IoT.
Q4c: Is the issue handled by eNB configuration restriction preventing UE paging CSS overlap (same as eMTC?)
	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	However we do not think this is a restriction due to UE specific DRX or the smaller values. This is the same as in legacy. 1.28s cell specific DRX cycle with Rmax 2048 is not a valid configuration.

As we commented before, the motivation of the smaller values are for extending the use case of NB-IoT. With the smaller values, the operators have more options to support more use cases.
Large repetition number and gap configuration are for the strong coverage enhancement requirement. This requirement is important but it does not mean all networks have such requirement, thus it is up to the network to enable or disable the use of UE specific DRX and combinations of features and configurations according to the deployment and targeted use-case(s).

	Sequans
	No
	As explained, Sequans would prefer that UE specific DRX can be used independently of the coverage level supported in the cell, as in eMTC.
Preventing UE specific DRX usage in cells with Rmax = 512, 1024, or 2048 seems to be a heavy restriction on the usage of the feature.  Basically this could mean that the short DRX cycles T=32, T=64 would not be configured whenever deep coverage is needed in the cell. 
Again there is no such restriction in eMTC.

	Lenovo
	Yes
	Similar to eMTC, if the smaller value is applied for UE specific DRX cycle, the large repetition number and gap configuration should be avoided by network configuration. If this will lead to UE unable to work at deep coverage area, the network could disable the use of UE specific DRX.

	CMCC
	Yes
	Smaller values are to provide possibility to support more use cases in NB-IoT. It is optional and the network can decide whether to enable it.

	Qualcomm
	No
	Not able to support larger values for Rmax in NB-IoT will severely limit coverage in a cell. This effectively requires operator to trade-off coverage for latency. Such a trade-off should not be considered lightly.

	China Unicom
	Yes
	We think CSS overlap should be avoided by network configuration.

	MediaTek
	Yes
	Network can decide whether to enable it.

	ZTE
	Yes
	Even we think it’s not necessary to mention restriction on network configuration, we are fine with a simple note as that in eMTC.

	Ericsson
	Yes
	This would be up to network implementation, We do not expect that it would be typical for UEs in deep coverage to have such short DRX cycle values in practice.

	
	
	

	
	
	


If the issue is not handled by eNB configuration, then it means paging CSS overlap is possible and associated paging failure issue is possible, if nothing is specified to handle this case on UE side.
Possible solutions include: 
1- Consider skipping PO mechanism for UEs using specific DRX (proposal 6 in [3]) 
2- It’s up to UEs implementation to not request a UE specific DRX that doesn’t allow enough repetitions to be sent to decode NPDCCH (i.e. only UEs in good enough coverage would use the feature). Something might need to be captured in specification and/or chairman notes. 
x- Others

Q4d: If paging CSS overlap is allowed, what are company proposed solutions to limit/avoid paging failure?

	Company
	Solution, if any

	Huawei, HiSilicon
	See above. We think it should be avoided.

	Sequans
	Solution 1 or 2.

	Lenovo
	Agree with HW.

	CMCC
	eNB configuration is OK.

	Qualcomm
	None of these solutions are really good.
· 
With solution 1 UE could effectively be unreachable when in coverage area where sufficient repetitions not available.  
· With solution 2 a mobile UE would waste power due to NAS signalling to change DRX.

With release 16 effectively at the end we propose to stick to using the current range of DRX values. 

	China Unicom
	The overlap should be avoided.

	MediaTek
	Network can decide whether to enable UE specific DRX or not. 

	ZTE
	See above. It can be avoided via eNB configuration.

	Ericsson
	Please see our reply for the question above.

	
	

	
	


2.5. RRM requirements (RAN4)
According to 36.133, several RRM requirements in RRC idle are related to the DRX cycle being used. This is the case e.g. for Cell Re-selection (4.6.2), Positioning Measurement Requirements using E-CID (4.8.5/6/7/8). Some requirements depend in a generic way on the DRX cycle length, other are specifically defined using tables that are indexed with existing DRX cycles only (1.28s to 10.24s).

Hence, introducing new DRX cycles (320ms and 640ms) would require an update of RRM requirements which are under RAN4 responsibility – or at least to involve RAN4.
Q5a: Do companies agree with previous analysis?

	Company
	Yes/No
	Comments

	Huawei, HiSilicon
	Yes
	We agree that the RAN4 table needs to be updated. The table is only RAN4 requirements. The requirements for the smaller values already exists for legacy TLE and eMTC. Thus, RAN4 only needs to update the table for NB-IoT. There will not be heavy work load for RAN4.

	Sequans
	Yes
	

	Lenovo
	Yes
	RAN4 needs to update the RRM requirements for shorter DRX cycles.

	CMCC
	Yes
	

	Qualcomm
	Yes
	

	China Unicom
	Yes
	RAN4 needs to update the RRM requirements for 320ms/640ms in NB-IoT.

	China Telecom
	Yes
	

	MediaTek
	Yes
	

	ZTE
	Yes
	We are fine to send LS to RAN4 to check whether the short DRX cycle is feasible for the NB-IoT measurement requirements.

	Ericsson
	Yes
	

	
	
	


However, RAN4 was not involved in the agreed WID objective. One understanding of not including RAN4 in the WID for this objective might be an indication from RAN plenary that RAN2 should not add new DRX cycle lengths. In legacy, UE specific DRX feature only allows to use one of the existing default DRX value. Adding new DRX cycle lengths just for UE specific DRX departs from this principle and introduces issues such as RAN4 missing requirements.
It is not clear whether it is still possible for RAN4 to work on it in Rel-16, and whether RAN2 can take a decision to add new values without RAN4 counterpart being specified. 
Q5b: What are company views on this issue?

	Company
	Views

	Huawei, HiSilicon
	We disagree the understanding on not including RAN4 for the objective. Other working groups can start their work if technical impact is identified, and this is normal – for example:
· SA2/SA3/CT1 are not included for MT-EDT/WUS, but they did a lot of work triggered by RAN2 LS.

· RAN3 was not included in TDD in Rel-15 but they did a lot of signalling and agreed several BL CRs.

· Same as RAN6 for inter-RAT mobility

We also disagree that there is any principle that “UE specific DRX feature only allows to use one of the existing default DRX value”. We do not see any justification for this “principle”. We should identify/address issue, if any. 
Regarding the support of smaller values, RAN2 need to make progress on the values and then RAN4 can define the requirement for the values agreed by RAN2. There are still 2 meetings in RAN4 and we think it is enough to define the requirement (update the table) if no further delay on the values in RAN2.
We propose to send LS to RAN4 on the smaller values and ask RAN4 to define the requirement.

	Sequans
	We propose to send LS to RAN4.

However we think we should not allow T=32/64 in Rel-16 if RAN4 cannot specify corresponding RRM requirements in Rel-16.

	Lenovo
	It is necessary to send LS to RAN4.

	CMCC
	We can send LS to RAN4 on the smaller values if agreed in RAN2.

	Qualcomm
	If UE specific DRX range has same set as default DRX range (i.e. 1.28, 2.56, 5.12 and 10.24s) then RAN4 should be minimal if any. 
Given the current 3GPP operating procedures, not sure if RAN4 will have any bandwidth to do extensive work to define RRM requirements for 0.32 and 0.64s DRX cycles.

	China Unicom
	We propose to send LS to RAN4 for 320ms and 640ms in NB-IoT. We do not see why RAN4 cannot add requirements for DRX cycles.

	China Telecom
	We agree to send LS to RAN4 and smaller values will be better.

	MediaTek
	Need LS to RAN4.

	ZTE
	We are fine to send LS to RAN4 and we think it may be possible no change in RAN4.

	Ericsson
	Agree with Huawei

	
	


2.6. Other
Q6: Any other issue/solutions related to short DRX?

	Company
	Issue/Solution

	Qualcomm
	UE specific DRX feature turned out to take significantly more work than originally anticipated involving other groups.
There are some strong difference of views how effective shorter DRX cycles (0.32s & 0.64s) will be without significant evaluation. Furthermore, there is very little time to complete this feature and it is not possible to rely on other groups for any extensive work.
In order not to jeopardise the entire feature (i.e. CT1 and RAN3 waiting for input from RAN2 so they can complete their work), we propose to use existing range of DRX values for UE specific DRX.  

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


3. Summary 
10 companies participated to the email discussion: Sequans, Huawei, Lenovo, CMCC, Qualcomm, China Unicom, China Telecom, Mediatek, ZTE, Ericsson.

PO timing jitter

Companies overall agree with the analysis, but most companies indicate this only occurs in specific case, i.e. when DL gaps are configured, especially when gap duration is high. Those companies indicate that this is a rare situation (i.e. that DL gaps are basically not used in practical situations, or not used with large duration). 2 of these companies indicate the need of DL gaps is linked to whether UEs in deep/extreme coverage are often paged (rapporteur understanding is then that traffic of UEs in deep/extreme coverage is being done on dedicated carriers, not paging carriers).

2 companies consider PO timing jitter as an issue, while agreeing it depends on cell configuration. One of these companies provided solutions (1 & 2) to avoid PO timing jitter even when DL gaps are configured; however this has no support from companies that considered those DL gaps useless in practice, and some concerns from another company. The other company prefers to avoid high PO timing jitter by defining the same set for UE specific DRX as it is for default DRX.

3 companies proposes a SIB indication (already agreed in EPC, proposal to extend to 5GC) (solution b), so that the network can enable/disable the use of UE specific DRX. One of these companies also proposes to rely on NW configuration (solution a).

4 companies propose to rely on NW configuration, e.g. configuring more paging resources so that DL gaps are not needed. One of these companies indicates that even with DL gaps, short DRX provides lower latency than longer DRX.

Issue of 2 POs in same gap

1 company has concerns on what would be the UE behaviour in this case. Another company indicates that even in other cases, we could end-up with large percentage of POs falling in the gaps and negating the advantage of shorter DRX cycles.

Other companies do not see a problem.

Paging being blocked by scheduling of UEs in bad coverage (delay + possible false paging)
1 company indicates that the issue exists also in eMTC. However 3 companies disagree as in eMTC:
- number of repetitions are much less
- MPDCCH and PDSCH (of the UE in bad coverage) can be scheduled different narrowbands (which limits the blocking time)
- as concluded in RAN2 earlier, it is possible to schedule MPDCCH even for the worst coverage case while avoiding the paging CSS overlap
3 companies indicate this would be a rare case in practical deployments. 1 company indicates there is no need to combine the use of UE specific DRX with such deployment.

Companies have same solutions proposal as for PO timing jitter issue.

Load balancing across paging carriers
3 companies agree with the analysis while 6 companies do not agree. Most companies think this can be addressed by NW implementation.

UE paging CSS overlap (not enough repetitions between POs for some CE levels supported in the cell) 
Companies agree with the analysis for eMTC (NW configuration prevented in CM notes). Companies agree with the analysis for NB-IoT but some indicates it only occurs for some deployments (e.g. Rmax >= 512).

7 companies indicate that the issue handled by eNB configuration restriction preventing UE paging CSS overlap (same as eMTC). 

2 companies think that eNB configuration restriction means a tradeoff between coverage and paging latency: if T=32 is supported, Rmax>=512 is not supported, which would severely limit coverage in the cell. Conversely if deep coverage is supported in the cell, short DRX cycles cannot be supported which seems to be a heavy restriction on the usage of the feature.

RRM requirements (RAN4)
All companies agree that introducing new DRX cycles (320ms and 640ms) would require involving RAN4 at least to check RRM requirements. One company thinks there may be no RAN4 change.

2 companies have concerns on RAN4 bandwidth: 1 company proposes to only confirm 320ms and 640ms upon RAN4 confirmation that they can handle the changes, the other company proposes to not introduce those new cycles.

The other companies propose to send an LS to RAN4 if the values are agreed.

Other

One company indicates that UE specific DRX feature turned out to take significantly more work than originally anticipated involving other groups, that there are different views of effectiveness of short DRX cycles, little time to complete the feature. The company proposes to reuse the existing range of DRX values not to jeopardise the entire feature.

4. Conclusion
A majority of companies (8) propose to support short UE specific cycles T=32/64 in addition to existing DRX cycle ranges. They consider in general that the issues happen rarely, or not in typical scenarios, and propose to handle them mainly by proper NW configuration, including preventing UE paging CSS overlap by eNB configuration restriction (similarly as in eMTC). There is also a proposal to consider a SIB indication when connected to 5GC, to allow NW to configure UE specific DRX usage (though this is already possible through NAS).

However 2 companies have the following concerns:
1- increased PO timing jitter, possible paging blocking delay in configurations where deep coverage is supported (contrary e.g. to eMTC) (assuming that those short cycles would be supported also in such deployments, as it is the case in eMTC)
2- wrong paging carrier load balancing (even in simple configurations)
3- UE paging CSS overlap prevention: the eNB configuration restriction (similarly as in eMTC) would severely limit the usage of short cycles (tradeoff with coverage of the cell) (this is not the case in eMTC)
4- RAN4 bandwidth for defining RRM requirements

We propose to further discuss online.

Proposal 1: Discuss further introduction of short UE specific cycles 320ms and 640ms 
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�Unclear what this sentence means. Do you mean “In NB-IoT, when cell support UEs in bad coverage then DL scheduling gaps can be configured to avoid blocking of UEs in bad coverage”��Sequans-OM: it means “to avoid blocking of other UEs in better coverage”. The gaps are created so that those UEs can be scheduled, and not be blocked during several seconds of repetitions sent to the UE in bad coverage.


�This is eMTC formula, for NB-IoT (36.304):


… then the paging carrier is determined by the paging carrier with smallest index n (0 ≤ n ≤ Nn-1) fulfilling the following equation:


floor(UE_ID/(N*Ns)) mod W < W(0) + W(1) + … + W(n)�Sequans [OM]: I didn’t mean to put the eMTC formula but the parameter used in the NB-IoT formula. The paging carrier is based on that parameter (for given weights).


�This value is not supported in NB-IoT at all. In NB-IoT, we support up to 16 carriers for paging theoretically. However, considering the size of SIB22, only about up to 4 non-anchor carriers are possible.�Sequans [OM]: Thanks, I agree max is 15+1, so I fixed to 16 in this example. I also added a “reasonable” example.


�Not possible to have 32 as in the example, thus we use 16.
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