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1	Introduction
Conditional Handover (CHO) and fast MCG Recovery are specified in 3GPP Rel-16. This paper provides our view on the coexistence of these two functionalities. This have been also discussed in [1]. 
2	Interaction of CHO with MCG Failure Recovery
In the email discussion on open issues with CHO [1], some companies have listed the interaction of CHO with MCG Failure Recovery as an additional aspect to be resolved in Rel-16. In the following, we will analyse whether there are related uncertainties or obvious suboptimalities.
All possible issues with the interaction happen only after an MCG Failure was detected. This by definition only affects the interaction of MCG Failure with CHO Recovery (attemptCondReconfig) which is only an optional extension of basic CHO operation; there are no issues with the interaction of MCG Failure Recovery with basic CHO operation (where attemptCondReconfig.is not configured).
One uncertainty has been raised with basic CHO operation: currently, nothing prevents the UE from continuing the evaluation of the CHO procedure after MCG Failure, even when T316 is started and MCG Failure Information was sent (i.e. no explicit action to stop the evaluation is captured in RRC). So in principle, CHO execution may be triggered after MCG Failure. Some companies have proposed to avoid this situation by stopping CHO evaluation after MCG Failure. Whereas we agree that there may not be a massive benefit in allowing CHO execution after MCG failure, we also don’t see a harm: indeed, there may also be some risk that the cho-configs got outdated (e.g. when the network has removed the CHO preparation as reaction to MCG Failure Information), however, this likelihood can be minimized by the network, and, in the worst case, this would lead to a failure of the CHO execution. This may or may not be a suboptimality, but it is not an open issue from our point of view.
Observation 1: Issues are identified if MCG Recovery Failure and the optional CHO Recovery is configured. If CHO Recovery is not configured, there are no open CHO issues related to MCG Failure Recovery.
In the following, we will assume that CHO Recovery is configured along with MCG Failure Recovery. We will focus on the situation where MCG Failure happens in the presence of valid cho-configs in the UE.
With today’s definition of MCG Failure Recovery (i.e. T316) and the current CHO description [2], CHO Recovery procedure is not started when MCG happens, but instead MCG Failure Information is sent and T316 is started. Indeed, it is not clear whether this is the most optimal behaviour; however, both costs and benefits of potential improvements would require further analysis which is not feasible in Rel-16 timeframe. 
Observation 2: When MCG failure happens, T316 is started and CHO recovery is not started.
Observation 3: A detailed analysis of the co-existence between fast MCG recovery and CHO recovery is not feasible within the Rel-16 timeframe.
Even if T316 expires, as per the definition in [2], the CHO recovery procedure is not started. Note that the cho-configs will survive the MCG failure and T316 expiry, i.e. they are still available. But they will not be used (only MCG failure and handover failure, HOF, would lead to CHO recovery, but not T316 expiry). On one hand, this may be considered as suboptimal. On the other hand, there is no guarantee that the cho-configs are still valid since the network in the meantime has been informed about the MCG failure (and has e.g. removed the CHO resources). In comparison to the CHO execution above, the likelihood of outdated resources is higher in this case. So, the benefits of a potential optimization are questionable. 
Observation 4: cho-configs will not be used at T316 expiry, although they survive T316 expiry. They are likely to be outdated or invalid.
If, during T316, a handover command for another target MN is received (via SN signalling), but the handover fails due to T304 expiry, CHO Recovery is initiated (the fact that T316 was running does not change the behaviour in case of “reconfiguration with sync failure”). As above, the cho-configs are not deleted beforehand, but are still available; the UE will keep cho-configs when executing a legacy handover command, irrespective whether or not T316 was running. Again, there is some risk that they became invalid. However, note that the network can release the cho-configs along with the new handover command (i.e. in the same RRC reconfiguration), or it may desire to not configure CHO Recovery (attemptCondReconfig) at all, when MCG Failure Recovery is configured. Hence, we believe that the network already has all degrees of freedom to control the UE behaviour in this situation.
Observation 5: The network already has all degrees of freedom to control the UE behaviour after failure of a handover initiated during T316.
As a consequence of the analysis above, we believe that the behaviour with the current specification is consistent and reasonable; benefits of improvements are not obvious, and their costs require further analysis. Thus, optimizations shall not be handled in the short Rel-16 timeframe and may be moved to a later release, if found to be necessary.
Proposal 1: The interaction between CHO and MCG Failure Recovery does not require any improvements in Rel-16.
3	Conclusion
This paper provided our view on the coexistence of CHO and fast MCG recovery. The following observations and proposals have been made: 
Observation 1: Issues are identified if MCG Recovery Failure and the optional CHO Recovery is configured. If CHO Recovery is not configured, there are no open CHO issues related to MCG Failure Recovery.
Observation 2: When MCG failure happens, T316 is started and CHO recovery is not started.
Observation 3: A detailed analysis of the co-existence between fast MCG recovery and CHO recovery is not feasible within the Rel-16 timeframe.
Observation 4: cho-configs will not be used at T316 expiry, although they survive T316 expiry. They are likely to be outdated or invalid.
Observation 5: The network already has all degrees of freedom to control the UE behaviour after failure of a handover initiated during T316.
Proposal 1: The interaction between CHO and MCG Failure Recovery does not require any improvements in Rel-16.
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