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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
RAN2 has made the following agreements on DL HbH flow control [1-4]:
	Two Mechanisms (event-triggered & polling-based FC feedback）
(1) Event-triggered
· R2 assumes that e.g. when the buffer load exceeds the certain level, the DL hop-by-hop flow control feedback should be triggered, the details of this trigger is left for implementation (in this Rel).
· We use Available or desired buffer size (absolute e.g. MB kB)
(2) Polling
· We support Polling, Assume that polling trigger is not specified.
· The polling control PDU only includes D/C, R and PDU type fields (i.e. no type indication ).
· The BH RLC channels to be reported by the polled IAB node is up to the polled IAB node implementation.
· The routing IDs to be reported by the polled IAB node is up to the polled IAB node implementation.
Two Formats (per BH RLC channel & per routing ID)
· We support O1 (per BH RLC CH) and O2 (per routing ID), Which one to use is configurable.
· Flow control feedback per BH RLC channel and flow control feedback per routing ID can be simultaneously configured to child IAB node.
· If only one type is configured by CU, IAB node should only report the configured type. If both types are configured by CU simultaneously, IAB node should report both types. 


In this contribution, we would like to investigate some potential issues regarding flow control (FC) feedback.
2. Discussion
Downlink data congestion, or even packet discard due to buffer overflow, may occur at the intermediate IAB node in the case that an IAB node’s link capacity to its child IAB node or a UE is smaller than the capacity of a backhaul link from the parent IAB node. In other words, the ingress data rate controlled by its parent IAB node is greater than the egress data rate controlled by itself in this situation. This phenomenon is principally caused by the information asymmetry between the IAB node and its parent IAB node since the DU side of the parent IAB node is unaware of the downlink buffer status of the IAB node. The congested IAB node will send feedback of flow control information to its parent IAB node, as agreed on RAN2#107, if the child IAB node is suffering congestion risk. The parent IAB node, upon receiving the flow control message from its child node, may perform downlink data rate management to alleviate downlink data congestion risk. 
There are two different mechanisms for FC feedback, i.e., polling-based FC feedback and event-triggered FC feedback. For the latter one, which, according to the current agreements, once the buffer load of the IAB is above a certain threshold, the FC feedback will be sent by the IAB node to its parent node. If the buffer load of the IAB keeps growing or remain the same after triggering FC feedback, as there is no prohibition period to avoid intensive feedbacks, subsequent FC feedback will be triggered and sent again.
Observation 1: FC feedbacks can be triggered frequently if the event-triggered FC feedback is configured.
An FC delay timer may be used for the purpose of delaying the second (and frequent triggered) transmission. Once the event-triggered FC feedback is sent by the child IAB node, then the FC delay timer will start automatically. Before the timer expires, no event-triggered FC feedback can be sent. 
Proposal 1. An FC delay timer is introduced to avoid frequent FC feedback transmissions.
Proposal 2. When event-triggered FC feedback is transmitted, the IAB node starts the FC delay timer.
Proposal 3. When the FC delay timer is running, no event-triggered FC feedback can be triggered. Only in the case that the buffer load exceeds a certain threshold while the FC delay timer is not running, event-triggered FC feedback can be triggered.
For polling-based FC feedback, compared to event-triggered FC feedback, the FC feedback is only transmitted when a polling message is received from the parent IAB node. This means that the polling-based feedback mechanism does not need the FC delay timer to avoid frequent FC feedback. Hence, FC delay timer will not pose any impact on it.
Proposal 4. Polling-based FC feedback will not be influenced by the FC delay timer.
For polling-based FC feedbacks, the BH RLC channels and (or) routing IDs to be reported are up to the polled IAB node (child IAB node) and the CU configuration. In this case, the polled IAB node may choose to carry the BH RLC channels and (or) routing IDs which show the potential risk of being congested, or randomly choose some IDs to be carried. However, for event-triggered IAB node, no specific descriptions on which BH RLC CHs and (or) routing IDs should be carried, according to the agreements:
· R2 assumes that e.g. when the buffer load exceeds the certain level, the DL hop-by-hop flow control feedback should be triggered, the details of this trigger is left for implementation (in this Rel).
It is uncertain that, once being triggered, should all of or just part of BH RLC channels and (or) routing IDs be reported.
Observation 2: It is ambiguous whether all of or just part of BH RLC CHs and (or) routing IDs are reported for event-triggered FC feedback. 
The initial intention of constructing a FC feedback is to inform the parent IAB node of the congestion risk of the child IAB node. It is counterproductive to carry the BH RLC CHs (occupying 16 bits) and (or) routing IDs (occupying 20 bits) showing no congestion risk in FC feedback, as no obvious benefits can be seen but unnecessary overhead increases. 
Observation 3: If all or many BH RLC CHs and (or) routing IDs are reported, the size of FC feedback can be relatively large.
Reasonably, only the BH RLC CHs and (or) routing IDs which show potential risks should be included in event-triggered FC feedbacks, like what the polling-based FC feedbacks may do (note that polling-based FC feedbacks can autonomously decide which one to report). 
However, there is a distinguishable difference between those two types of feedbacks, that is, event-triggered FC feedbacks always indicate that there is a situation whereas polling-based FC feedbacks may not. Therefore, the information that polling-based FC carries can be up to implementation, but event-triggered FC feedback needs to provide an overall picture to the parent node of the ongoing traffic situation. In this scenario, we have two options:
Proposal 5. For event-triggered FC feedback, the BH RLC CHs and (or) routing IDs to be reported can based on the following two options:
(a) Option 1: is up to implementation, like what polling-based FC feedback does;
(b) Option 2: only comprise the ones suffering congestion risk. e.g., only report the ones whose current buffer load accounts for more than a predefined percentage of the total buffer size
Option 1 is totally up to implementation, without restriction on how to define “congestion risk”, it could be vendor-based. By contrast, Option 2 specifies the condition that indicates congestion risk. Since buffers are provided per BH RLC channel, IAB node can be aware of the current buffer load. Therefore, the ratio of current buffer load to total buffer size can be obtained. (note that the ratio for routing ID can also be calculated in the same manner as each routing ID actually corresponds to a single BH RLC CH). By doing so, the FC feedback will only include BH RLC CHs/routing IDs that the ratio of current buffer load (per BH RLC CH/routing ID) to total buffer size (per BH RLC CH/routing ID) exceeds a predefined percentage, which reduces the overhead redundancy.
3. Conclusion
In this paper, we investigate some potential issues regarding flow control (FC) feedback. The observations and proposals are the following:
Observation 1: FC feedbacks can be triggered frequently if the event-triggered FC feedback is configured.
Observation 2: It is ambiguous whether all of or just part of BH RLC CHs and (or) routing IDs are reported for event-triggered FC feedback. 
Observation 3: If all or many BH RLC CHs and (or) routing IDs are reported, the size of FC feedback can be relatively large.
Proposal 1. An FC delay timer is introduced to avoid frequent FC feedback transmissions.
Proposal 2. When event-triggered FC feedback is transmitted, the IAB node starts the FC delay timer.
Proposal 3. When the FC delay timer is running, no event-triggered FC feedback can be triggered. Only in the case that the buffer load exceeds a certain threshold while the FC delay timer is not running, event-triggered FC feedback can be triggered.
Proposal 4. Polling-based FC feedback will not be influenced by the FC delay timer.
Proposal 5. For event-triggered FC feedback, the BH RLC CHs and (or) routing IDs to be reported can based on the following two options:
(a) [bookmark: _GoBack]Option 1: is up to implementation, like what polling-based FC feedback does;
(b) Option 2: only comprise the ones suffering congestion risk. e.g., only report the ones whose current buffer load accounts for more than a predefined percentage of the total buffer size
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