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1	Introduction
Short latency can be provided in NR through CG resources and/or large numerologies. But because those techniques are costly to provide, logical channel restrictions were introduced: the mapping of logical channels on CG resources and/or different numerologies is controlled by the network [38.321]. This contribution explains why such a strict mapping is not the most optimal for overall system operation. It is an update of R2-1909118 to reflect offline discussions which took place since RAN2#107bis.
2	LCP Mapping Restrictions
In this section, we will explain why in many cases, LCP Mapping Restrictions need to be frequently adjusted. Firstly, as observed during the Rel-14 studies on Latency Reduction [RP-150465] [TR 36.881], because shorter latency techniques also increases overhead, the overall effect is not always significant for the user or can be even detrimental to the system:
-	As explained by Ericsson in R2-153489, since the initial window size for each TCP connection is very small and the increase steeper for each size increment, the effect of latency reductions for both RTT and HARQ RTT are more considerable for the slow start phase. This is important, as the impact is large for small file sizes, especially where the slow start period last for the entire duration of the file.
-	System level simulations provided by Intel in R2-153292 show that for higher size FTP download using TCP, the user perceived throughput may be degraded in the shorter TTI if additional L1/L2 overhead is high.
-	Further system level simulations provided by Nokia in R2-153223 also show that potential gain from having shorter TTI depends on how much L1/L2 overhead is assumed and the load of the cell.
Thus, for TCP traffic, a shorter latency is mostly beneficial during the slow start phase. Once the TCP connection is running full speed, those techniques can become detrimental to the overall system operation. In terms of LCP Mapping Restrictions, this means that they need to be reconfigured frequently (at every data spurt). By relaxing the mapping restrictions, all TCP traffic can benefit from CG resources and large numerologies without having to over dimension the system (i.e. provision those for all TCP traffic always). 
Observation 1: for best TCP performance, LCP Mapping Restriction need to be frequently adjusted.
Secondly, in high load situation where the gNB does not have enough resources to allocate “fast grants” to all UEs, no data from the logical channel of the highest priority will be transmitted on “slower grants” due to the fixed nature of the restriction. This becomes especially problematic in high load situation where the gNB may not have enough resources to allocate “fast grants” to all UEs.
Observation 2: in high load situations, LCP Mapping Restrictions need to be adjusted to avoid blocking high priority traffic.
Thirdly, during mobility events, when a high frequency gets blocked by an obstacle, any LCH restricted to that numerology will also be blocked. To get the data through, the gNB could choose to use a lower frequency instead with a more conservative resource allocation, requiring less HARQ retransmissions to achieve the same latency as on higher frequency.
Observation 3: to cope with mobility on high frequencies, LCP Mapping Restrictions need to be adjusted to avoid blocking high priority traffic.
3	Dynamic Control
Based on the observations above, the LCP Mapping Restrictions need to be dynamic. Naturally, RRC already allows the LCP Mapping Restrictions to be reconfigured, however, the same reasonings as for CA activation, PDCP duplication, SP CSI-RS/CSI-IM Resource Set activation, Aperiodic CSI Trigger State Subselection, TCI States Activation, SP SRS activation, etc… also applies here: the RRC signalling is too slow and introduces too much overhead to be frequently used and MAC signalling should be used instead.
Proposal 1: MAC signalling is used to dynamically adjust LCP Mapping Restrictions.
The LCP mapping restrictions configured for each logical channel are:
-	allowedSCS-List which sets the allowed Subcarrier Spacing(s) for transmission;
-	maxPUSCH-Duration which sets the maximum PUSCH duration allowed for transmission;
-	configuredGrantType1Allowed which sets whether a configured grant Type 1 can be used for transmission;
-	allowedServingCells which sets the allowed cell(s) for transmission.
The simplest control would be to enable/disable all the configured restrictions. This would allow the MAC CE to be contained within a byte and carry the LCID of the logical channel + one bit to activate/deactivate the mapping restrictions.
Proposal 2: a new downlink MAC CE carrying the LCID of a logical channel + one bit to activate/deactivate the mapping restrictions of that logical channel is introduced.
If deemed necessary, the MAC CE could only control a subset of the LCP Mapping Restrictions. The subset would be configured by RRC.
4	Conclusion
This contribution has made the following observations:
Observation 1: for best TCP performance, LCP Mapping Restriction need to be frequently adjusted.
Observation 2: in high load situations, LCP Mapping Restrictions need to be adjusted.
Observation 3: to cope with mobility on high frequencies, LCP Mapping Restrictions need to be adjusted.
And suggested the following:
Proposal 1: MAC signalling is used to dynamically adjust LCP Mapping Restrictions.
Proposal 2: a new downlink MAC CE carrying the LCID of a logical channel + one bit to activate/deactivate the mapping restrictions of that logical channel is introduced.
A possible implementation of the suggested mechanism is provided in R2-2002741.




