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Introduction

Following agreements are achieved in RAN2#108 meeting: 

Agreement
The UE can store more than one RACH procedure related RACH report.

2
The UE shall store upto 8 RACH reports.

3
UE shall store the RACH report entry if these RACH report entries can’t be retrieved by the network immediately and then report the stored RACH report entries upon receiving the UEInformationRequest message with rach-ReportReq set to “true”.

4
The network cannot retrieve only parts of the stored list of RACH report.

5
UE shall store the RACH report(s) upon transitioning from RRC_Connected to RRC_Idle or RRC_Inactive states and reports to the network if the UE comes to RRC_Connected mode within a duration. The maximum duration is aligned with RLF report.

6
UE shall report the stored RACH report entries to any cell if the PLMN of the cell is RPLMN or EPLMN. 

7
An identifier is included in each entry of the RACH report to identify the RACH scenario in which the RACH report entry is triggered.
After email discussion [108#43] which intends to capture SON related agreements into running 38331 CR, there are still some remaining issues are unsettled, and the intention of this contribution is to further discuss potential solutions to those remaining issues on RACH report procedure.
Discussion
In LTE, since there is only one RACH report with one entry and the content of RACH report will always be updated with the latest successful RACH report, there is no need for a valid time for UE to delete the RACH report recorded. However, it is agreed in last meeting that NR RACH report can contain up to 8 entries, where each entry will include the RA related information of one successful completed RACH procedure. Therefore the handling of RACH report procedure at UE’s side might need more thinking compared to LTE. Generally, there could be two issues worth discussion, which is listed as follows:
Issue 1: What’s the behavior when all 8 entries are filled and there are new RACH info available before NW requesting RACH report?

Issue 2: How to handle the deletion of RACH report if not fetched after 48 hours?

For handling of above issues, there are two alternatives available, which is given as below:
Alt1: UE stop logging RACH report, and whole RACH report is deleted after 48hours if not fetched.
Alt2: UE continue to log RACH report, and will replace the oldest RACH entry with the new RACH entry.Per RACH entry is deleted after 48 hours if not fetched or replaced by new RACH entry
Alt 1 is the simple solution where similar method as logged MDT is reused, i.e., UE will stop logging of RACH information once all entries of the RACH report is completed. The advantage of this alternative is that it is simple to implemented, while the disadvantage is that with this alternative the RACH information collected at UE’s side might not always contain the RA information of the most up-to-date RACH procedure.

What’s even worse is that since we agree to include the RACH information related to procedure with RACH trigger that is not aware by RRC layer, there could be chances that all entries stored in the RACH report corresponds to RACH procedure that is not aware by RRC; then the RACH report won’t be requested by network, thus UE will store the RACH report in vain for 48 hours before it got deleted, which is a waste of storage at UE’s side.
If alt1 is selected for storing RACH report at UE’s side, then the RACH report will be treated as a whole, which means for deletion of RACH report, the validity time of the RACH report will be started upon the moment RACH report is full, and after 48 hours if the RACH report hasn’t been fetched by the NW it will be deleted. 

Observation 1: Alt1, i.e., UE stops logging RACH report after all RACH entries are filled and delete the whole RACH report after 48 hours, is more simple at implementation perspective, but could lead to cases that RACH report won’t be requested by network, thus UE will store the RACH report in vain for 48 hours before it got deleted.   
With alternative 2, the RACH report will continue to be updated with new content of the latest successful RACH procedure, that is UE will create a new RACH entry to replace the oldest entry if there is new RACH information available when all RACH entries are completed and the RACH report hasn’t been fetched by the network. Therefore the RACH report will always reflect the most up-to-date RACH resource utilization condition, also the possibility the RACH report won’t be requested due to all RACH entry are with trigger that is not RRC aware will be decrease significantly. 

For deletion of RACH report, since the RACH report keeps updating with new entry, it is hard to count the validity time for the whole RACH report. One possible way is to handle the deletion of RACH report per entry instead of delete the whole RACH report, i.e.,the validity time for each RACH entry will be started after completion of corresponding RACH procedure, and the RACH entry will be deleted if the corresponding RACH report has not been fetched. With this option, the agreement made on fetch of RACH report won’t be impact, that is NW still fetches the whole RACH report, not part of the RACH report with transmission of UEInformationRequest.
Observation 2: Alt2, i.e.,to continue logging RACH report, and replacing the oldest RACH entry with the new RACH entry when all RACH entries are filled and delete the RACH entry after 48 hours can reflect the up-to-date RACH resource condition and reduce the possibility that RACH report won’t be fetched by NW.

Although alt 1 is simpler, considering that more up-to-date RACH information is more beneficial for NW to analysis the congestion condition as well as the RACH performance and to better optimize RACH resource configuration, it is slightly preferred to adapt alt2 for handling the RACH reports storage and deletion at UE’s side. 

Observation 3: Considering that more up-to-date RACH information is more beneficial for NW to analysis the congestion condition as well as the RACH performance and to better optimize RACH resource configuration, it is slightly preferred to adapt alt2 for handling the RACH reports storage and deletion at UE’s side.
Proposal 1: When all RACH entries are filled, UE continues to log RACH report, and replace the oldest RACH entry with the new RACH entry before the RACH report is fetched by network. 

Considering this is the last meeting on R16 MDT/SON topic, one simple way to implemented the above proposal into current running CR is to have a note at the end of RACH report procedure description to capture above proposed UE behavior. The note can be “Note : The oldest RACH entry will be replaced by new RACH entry if the corresponding RACH report is full (i.e., all entries are filled) and has not been fetched. A RACH entry within a RACH report will be deleted if it is already been stored for 48 hours.”

Proposal 2: It is kindly to ask RAN2 to have the note capturing the proposed UE behavior and check the content of note provided.

Conclusion

Based on the above discussion, we have following observations and proposals:

Observation 1: Alt1, i.e., UE stops logging RACH report after all RACH entries are filled and delete the whole RACH report after 48 hours, is more simple at implementation perspective, but could lead to cases that RACH report won’t be requested by network, thus UE will store the RACH report in vain for 48 hours before it got deleted.   
Observation 2: Alt2, i.e.,to continue logging RACH report, and replacing the oldest RACH entry with the new RACH entry when all RACH entries are filled and delete the RACH entry after 48 hours can reflect the up-to-date RACH resource condition and reduce the possibility that RACH report won’t be fetched by NW.

Observation 3: Considering that more up-to-date RACH information is more beneficial for NW to analysis the congestion condition as well as the RACH performance and to better optimize RACH resource configuration, it is slightly preferred to adapt alt2 for handling the RACH reports storage and deletion at UE’s side.
Proposal 1: When all RACH entries are filled, UE continues to log RACH report, and replace the oldest RACH entry with the new RACH entry before the RACH report is fetched by network. 

Proposal 2: It is kindly to ask RAN2 to have the note capturing the proposed UE behavior and check the content of note provided.

- The proposed content of the note is: “ The oldest RACH entry will be replaced by new RACH entry if the corresponding RACH report is full (i.e., all entries are filled) and has not been fetched. A RACH entry within a RACH report will be deleted if it is already been stored for 48 hours.”
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