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1. Introduction
During IAB SI, congestion control in IAB was discussed. The understanding was that congestion and related packet discard at IAB node should be prevented (as it leads to PDCP reordering delay). This is ensured by BAP level flow control in DL and grant scheduling in UL. 

However, this solution does not effectively address the possible congestion issues. In this contribution, we consider adding “Packet Marking” at BAP layer to enable better E2E flow control and early congestion notification mechanisms. 
2. Discussion
In the Annex, we detailed some background on congestion control for IAB (earlier discussions in LTE relays, and TCP buffering behavior).
In IAB, the access node relays UE PDCP PDUs. The intermediate nodes relay “F1-U packet” (IP packet). 

We focus on a particular TCP flow, for a given UE. In an IAB network, access link may be the bottleneck (as UE may be in average radio conditions), but since more and more traffic is aggregated as links are closer to the CU, any link can be the bottleneck for that flow. 

In agreed approach, packet discard in IAB node is prevented by tight hop by hop flow control in, or adequate scheduling in UL. However in DL the hop by hop flow control is only till the DU, not the CU. In this approach, each node becomes successively the bottleneck. The over buffering is propagated towards the DU (for DL) or UE (for UL). 
In UL, the packet discarding (PDCP SDU discard) is merely postponed outside IAB NW (within the UE), and the congestion notification delayed. 
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Figure 1 - Flow control approach (UL) (where we assume BH link to donor DU is the bottleneck)
In DL, the packet discarding is not even postponed outside IAB NW, but might take place in the DU, due to absence of flow control between DU and CU. That would be a PDCP PDU discard, with additional reordering delay in UE that was supposed to be avoided by the hop by hop flow control.
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Figure 2 - Flow control approach (DL) (where we assume access link is the bottleneck)
In our view, such problem is not seen in legacy (non IAB) NR because in that case, there is a “hop by hop” flow control between DU and CU (over F1-U). Hence, any buffer buildup within the DU can be tightly controlled by the CU.
Observation 1: Preventing packet discard in IAB nodes to solve a local congestion issue spreads the congestion issue to other nodes and delays the indication to the sending entity.

Observation 2: In DL, due to no flow control between DU and CU in case of IAB traffic, PDCP PDU might be discarded in the DU
In order to avoid above issues, packet marking could be introduced at BAP layer so that BAP packets are whenever queue build-up starts to occur. This can be done by leveraging state of the art AQM techniques. 

The BAP packet marking can be relayed to be used to drop the PDCP SDU (outside the IAB network). It can also be relayed instead to mark the corresponding IP packet with ECN indication. 
Proposal 1: Introduce packet marking at BAP layer to help addressing TCP congestion issues
Modern AQM algorithms work best with finer queue granularity. Ideally one queue per flow, so that for instance when a TCP flow starts building up, the packet drop or marking is applied on that flow. Without detailed granularity, there is less probability that the packet drop or marking is applied to the correct flow. An innocent flow is penalized while the aggressive flow is not indicated to reduce its transmission rate. 
Contrary to an internet node, the IAB node does not have visibility on the end user IP header (as ciphering is used). It could be useful to make additional information available to the IAB node, e.g. the QFI, or other identifier allowing discriminating IP flows. In our understanding, even if QoS treatment is supposed to be “per bearer”, the point here is to allow best implementation of AQM techniques – the applied treatment would anyway be the same for all queues pertaining to the same UE-bearer. Considering that a given flow could be mapped to a UE bearer, UE bearer visibility could be enough.
Proposal 2: Allow at least UE-bearer visibility at BAP layer
3. Conclusion 

In this contribution, we make the following observations and proposals:

Observation 1: Preventing packet discard in IAB nodes to solve a local congestion issue spreads the congestion issue to other nodes and delays the indication to the sending entity.
Observation 2: In DL, due to no flow control between DU and CU in case of IAB traffic, PDCP PDU might be discarded in the DU
Proposal 1: Introduce packet marking at BAP layer 
Proposal 2: Allow at least UE-bearer visibility at BAP layer
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Annex – Background
3.1. Earlier discussions

In IAB SI, there was no discussion on whether one could apply AQM techniques within IAB nodes – including controlled packet discard. For Rel-10 relays, both AQM at the Relay Node or Flow Control over the backhaul (BH) link were discussed (see [3], [4]). It was agreed to not have flow control on backhaul link and rely on AQM at the Relay Node (RAN2#69bis). 

R2-102410:     Analysis of Relay Uu Congestion and Un Flow Control       Qualcomm Incorporated            Disc
	Agreement:
1) No flow control on Un.


In RAN, AM bearers are supported to eliminate residual packet losses due to unreliable radio layers (HARQ failure), or reconfigurations (handover, topology update for IAB). This is needed mainly because packet loss would be interpreted as a congestion signal by TCP like transport protocols, which leads to poor performance of such protocols.

In the case under consideration, on the contrary, there is congestion, so eventually there shall be some (controlled) packet dropping or ECN to notify the sender. Introducing flow control to prevent such packet dropping within the IAB network only postpone it outside, e.g. within the UE (in UL) or within the CU (in DL). On the contrary, considering IAB node as a particular case of network router, it could be preferable to leverage modern active queue management techniques which are well known in the internet world.

Though, compared to using AQM in Rel-10 (L3) relays, using AQM in IAB nodes (L2 relays) introduces additional challenges (e.g. no visibility on IP header, PDCP sequence gap. 
3.2.  (TCP) Congestion in a Data Network

We consider a data flow between a transmitter and a receiver, over a data network such as internet. Such flow can be a TCP flow or RTP flow for instance, but we focus on TCP which is the main protocol used on internet.

TCP constantly tries to increase the flow throughput by increasing its transmission window, sending more outstanding (non-acknowledged) data in the network. The achieved throughput is such that OutstandingBytes=RTT*Throughput. Increasing the transmission window (OutstandingBytes) increases the throughput till Throughput = MaxBandwidth (maximum possible throughput of the connection). In a network such as internet, the MaxBandwidth is determined by the slowest link (the bottleneck).

When Throughput equal to MaxBandwidth is reached, data starts buffering at the bottleneck, and instead the RTT increases. Such buffering is not good as: 
· It only adds latency to the flow (which delays congestion notifications, retransmissions)
· It consumes buffering resource (which can lead to buffer full issues and massive tail drop, i.e. congestion).
· It can persist (buffer bloat issue)
Instead, the bottleneck node is supposed to indicate TCP sender that it has reached its maximum throughput. This is done by an implicit (packet dropping) or explicit (ECN) congestion notification.
There has been (and there is still) a lot of research on congestion in data networks since early day’s internet congestion collapse issues, leading to several advances in AQM techniques. The interested reader may refer to [2].
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