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1	Introduction
During RAN2#108 meeting, the following issues related to TSC scheduling enhancements were discussed in offline discussion 53, which is captured in [1]: 
	
	Issues
	Comment
	How to proceed

	TSC scheduling enhancements
	Whether to support 2/7 symbols periodicities
	RAN1 support cross-slot boundary scheduling in uplink. Are there any issues with support of 2/7 symbols periodicities for CG?
	Discussed as part of offline 53

	
	Confirmation MAC CE design
	Use local or global CG index. Do we need serving cell, BWP indices or bitmaps. Do we use CG index or bitmap?
	Discussed as part of offline 53

	
	Restrictive mapping of LCHs to CGs
	Encoding details, e.g. how to allow for mapping to all/none CGs
	Discussed as part of offline 53

	
	Periodicities of non-integer divisor of 10240 ms
	Current CG occasion derivation formulas do not work for periodicities which are non-divisors of 10240 ms. How to handle this?
	Discussed as part of offline 53

	
	HARQ process ID formula for SPS
	Resolve FFS
	Discussed as part of offline 53



This led to the following agreements (RAN2#108): 
· For CG/SPS periodicity determination, support the maximum values of N as specified already, depending on SCS, i.e. N= 640 for 15kHz, 1280 for 30kHz, 2560 for 60kHz and 5120 for 120kHz.
· In addition to specific CG-LCH mapping It should be possible to configure that all CGs are allowed, and none of the CGs are allowed 
· Multiple CG activation/deactivation confirmation MAC CE contains only a bitmap of CG configurations using CG ID unique per MAC entity and configured by RRC in addition to CG ID introduced by RAN1.
· Multiple CG activation/deactivation confirmation MAC CE uses new LCID value.
· In MAC specifications, correct formulas for CG occasion determination so that they consider N sequentially, as for SPS.
· HARQ process ID determination with multiple SPS configurations is based on the following formula: HARQ Process ID = [floor(CURRENT_slot/periodicity)] modulo nrofHARQ-Processes + harq-ProcID-offset, Where CURRENT_slot = [(SFN × numberOfSlotsPerFrame) + slot number in the frame]
· In Rel-16, SPS periodicities in RRC are expressed in number of slots.

In this contribution we discuss remaining issues related to the topics highlighted above, as well as additional issues identified during the drafting of the running CR of RRC specifications (TS 38.331). More specifically, we focus on the following:
- Support of non-integer divisor of 10240 ms for Type-1 CG (taking offline discussion [1] as a starting point)
- Whether to support periodicities multiple of 2/7 symbols (taking offline discussion [1] as a starting point)
- Whether LCH configured with allowedCG-List is allowed to be mapped to dynamic grant.
- Whether CG should be restricted for only one of UL and SUL
- Mapping behavior between an LCH with configured allowedPriorityLevels and a grant without any priority indication.
- whether allowedPHY-PriorityIndex applies for the configured grant
- Maximum number of configured grant configurations per MAC entity

2	On the support of periodicities non-integer divisor of 10240 ms
RAN2 has agreed to correct formulas for CG occasion determination such that they consider N sequentially (as for SPS). This has been done as follows for the case of configured grant Type 2, according to the current running 38.321 CR [2]: 
	After an uplink grant is configured for a configured grant Type 2, the MAC entity shall consider sequentially that the Nth uplink grant recurs occurs associated with each in the symbol for which:
[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
[(SFNstart time × numberOfSlotsPerFrame × numberOfSymbolsPerSlot + slotstart time × numberOfSymbolsPerSlot + symbolstart time) + N × periodicity] modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot), for all N >= 0.
where SFNstart time, slotstart time, and symbolstart time are the SFN, slot, and symbol, respectively, of the first transmission opportunity of PUSCH where the configured uplink grant was (re-)initialised.



While this change is sufficient to allow periodicities of non-integer divisor of 10240 ms for Type-2 CGs, additional modifications are required for Type-1 CG due to the following: 
2.1. If the UE started incrementing N from 0, then in the worst-case scenario it might need to wait the whole duration of hyper frame (~10 s) before starting first transmission. 
2.2. If the RRC Configuration provided by the gNB is applied by the UE in a different hyper frame than sent by the gNB (i.e. in the next one, e.g. due to transmission delay, RLC AM etc.) then there will be misalignment between the CG occasions calculated by the gNB and those used by the UE.
For Issue 2.1, 8 out of 12 companies supported Nokia’s proposal in [3] on the UE first identifying the lowest N value corresponding to the nearest available CG occasion, then, incrementing N after each CG occasion starting from the N identified in the first step. 
One company suggested that no solutions are needed since gNB could select an appropriate CG parameter setting such that UE starts from N = 0. In our view, this has the following limitations and thus it is not preferred: 
· First, due to the uncertainty of when the UE will apply the RRC (re-)configuration, the gNB would need to define the first CG occasion (N=0) based on worst-case scenario (including effects of HARQ/ARQ retransmissions of transport block containing RRC (re-)configuration). This results in unnecessarily-long waiting time for the first CG PUSCH transmission by the UE, and thus it is against one of the main motivations for defining Type-1 CG in Release 15.
· Second, timeDomainOffset, which defines the offset with respect to SFN=0, is limited to 5119 slots. This equals x = 5.12 seconds and x = 2.56 seconds for SCS of 15 kHz and 30 kHz, respectively, and thus it does not allow to configure the “N=0 occasion” in the remaining 10.24 – x seconds of the hyper-frame. 
Given these arguments, we propose once again the following: 
Proposal 1: For Type-1 CG, after receiving the configuration, UE should first identify the lowest N value corresponding to the nearest available CG occasion, then, N is incremented after each CG occasion starting from the N identified in the first step.
For Issue 2.2, the following options have been proposed (including number of supporting companies as in R2-1916527):
· Option 1 (4 companies): It is handled by gNB implementation, e.g. by not sending RRC Reconfiguration with new CG Type 1 configurations for some time (effectively ~10-20 ms considering the RRC processing requirements) before the end of the hyper-frame.
· Option 2 (7 companies): Introduce a timeReferenceSFN in RRC CG Type 1 configuration (see [R2-1916231, Sequans])
· Option 3 (1 companies): Similar to the mechanism in the reference time delivery, UE considers that CG type 1 is activated at the time that is closest to the point when the RRC (re)-configuration message is received.
Among the three options, we are OK to adopt Option 2 since it gained the largest support and is also a cleaner and more elegant solution compared to Option 1. 
Proposal 2: Introduce timeReferenceSFN in RRC CG Type 1 configuration to avoid ambiguity of time assumed by the UE for its initialization.
Regarding Option 3, we would like to note that the argument of not requiring additional RRC configuration is not fully accurate, since it would most probably require extending timeDomainOffset values to better cover the hyper frame as also pointed out for Issue 2.1.
3	On the support of periodicities multiple of 2/7 symbols 
In offline discussion [1], the following concerns have been raised regarding the support of periodicities multiple of 2/7 symbols
3.1. Potential resource allocations across the slot boundary: majority of companies agree that RAN1 supports scheduling PUSCH over the slot boundary; however, main open issue is related to the UE capabilities for doing so.
3.2. Other potential (not yet identified) PHY/MAC impact
While these are relevant concerns, we don’t think they justify not supporting this feature. For issue 3.1, the configurability of 2*N or 7*N symbol periodicity can be limited to UEs supporting cross-slot boundary PUSCH (or, alternatively, new UE capability can be defined for 2*N or 7*N symbol CG periodicity support). Thus, the following is proposed: 
Proposal 3: Support CG periodicities of multiple of 2/7 symbols as a separate capability with a cross-slot boundary capability as a pre-requisite.

4	Whether LCH configured with allowedCG-List is allowed to be mapped to dynamic grant.
During the drafting of the running CR of RRC specifications (TS 38.331), it was discussed whether it should be possible to restrict the mapping of a logical channel (LCH) to dynamic grants (and instead use one or multiple configured grants as configured in RRC parameter allowedCG-List). Current assumption is captured in the editorial note below:
 allowedCG-List
This restriction applies only when the UL grant is a configured grant. If present, UL MAC SDUs from this logical channel can only be mapped to the indicated configued grant configuration. If the size of the sequence is zero, then UL MAC SDUs from this logical channel cannot be mapped to any configured grant configurations. If the field is not present, UL MAC SDUs from this logical channel can be mapped to any configured grant configurations. Corresponds to “allowedCG-List” as specified in TS 38.321 [3].

Editor’s note: In this implementation, it is assumed that the LCH configured with allowedCG-List is allowed to be mapped to dynamic grant. This requires a confirmation from RAN2.
Editor’s note: FFS the maximum length of the allowedList, i.e., the maximum number of configured grant configurations per MAC entity. 



Restricting the use of dynamic grant may be beneficial in some scenarios. One example is deterministic/periodic traffic that is mapped (exclusively) to one or multiple CGs with periodicity & offset matching the traffic pattern. By restricting the use of dynamic grants, unused CG PUSCH resources are avoided which may improve spectral efficiency. Dynamic grants may provide some latency reduction; however, this may not be anyway needed as the CG resources are already tailored to provide the desired latency and reliability of the deterministic flow. 
Despite these potential advantages, we think that limiting the use of dynamic grants (but not fully restricting) may be already achieved by gNB implementation; e.g., by leveraging the very-flexible R16 LCH framework, which includes logical channel priority, physical-layer priority, PUSCH duration, etc. Furthermore, it may happen that two periodical CG configurations overlap with each other from time to time. One way to avoid one of them to be always dropped is to use dynamic scheduling to “re-schedule” traffic mapped to one or more CG configurations. Dynamic scheduling is also useful in TDD deployments where some of the CG occasions may get omitted if they happen to be in DL slots. Also in this case, it is important to have a possibility to provide dynamic grant for the UE to avoid traffic being lost. 
Proposal 4: RAN2 to confirm the current assumption that LCH configured with allowedCG-List is allowed to be mapped to dynamic grant.

5	Whether CG Type 1 should be restricted for only one of UL/SUL
The running RRC CR includes the following FFS:
	Editor’s note: FFS: WHETHER we follow the legacy restriction that the configured grant type1 can only be configured for either or SUL, OR the configured grant type1 can be configured for both UL and SUL.



When UE is configured with UL and SUL, those configurations are never used at the same time for PUSCH transmission. On the other hand, it is for example allowed for the UE to transmit SRS on the uplink configuration which is currently not active for PUSCH. Therefore, it was not clear whether an UL BWP where such transmissions may occur can be seen as active or inactive BWP and could lead to unpredictable UE behavior in case CG Type 1 is configured for both UL and SUL at the same time. Moreover, since CG Type 1 cannot be activated/deactivated by the gNB dynamically, it further limits gNB’s control over the unpredictable UE behavior. With multiple CG configurations, the same issue remains and therefore we believe the same restriction should apply.
Proposal 5: Keep the restriction that the configured grant type1 can only be configured for either UL or SUL, but not both at the same time when multiple configured grant configurations per BWP is supported
6	Mapping between a LCH and a grant without priority indication.
In the current RRC running CR, it is assumed that “LCH configured with allowedPHY-PriorityIndex is allowed to be mapped to dynamic grant without any priority indication”. However, as indicated by RRC rapporteur in their summary document, TS 38.213 V16.0 clause 9.0 specifies that “If a priority index is not provided for a PUSCH or a PUCCH, the priority index is 0”. Therefore, allowing high priority traffic to be mapped to a grant without priority indication may cause some issues since it would be subsequently treated as low priority in PHY layer, together with its related UCI, e.g. HARQ-ACK. This could lead to high priority traffic or its control information being eventually dropped even when colliding with low priority traffic. We think it is therefore safer to align with RAN1 specifications and only allow low priority traffic to be mapped to a dynamic grant without priority indication.
Proposal 6: LCH configured with allowedPHY-PriorityIndex is allowed to be mapped to dynamic grant without any priority indication only in case the configuration allows it to be mapped on low priority grant.
7	On whether allowedPHY-PriorityIndex should apply for the configured grant
In RAN2#108 meeting, it was agreed that an LCH can be configured with a list of allowed physical layer priorities, which is used as LCP restriction for a dynamic grant. It was left FFS whether the new LCH restriction mechanism applies to configured grants as well:
	RRC configures a LCH with one or more allowed L1-priority level values (e.g. in a allowedPriorityLevels list) in LogicalChannelConfig (as in the current LCH restrictions), applied at least for mapping to DG, FFS for CG 



On one hand, we have already decided to introduce a restrictive mapping between LCHs and CG configurations, which achieves the same purpose while being more flexible at the same time. On the other hand, since CGs can be configured with physical layer priorities via RRC, it would be in theory possible to utilize priority indication-based restriction for CGs as an alternative without much additional effort. It might also be simpler for the specifications and implementations in case grant type does not have to be distinguished for the introduced restriction. We therefore propose the following:
Proposal 7: allowedPriorityLevels restriction applies to both dynamic and configured grants.
8	On the maximum number of configured grant configurations per MAC entity
Since it was decided that a global (MAC entity wise) CG index should be utilized for CG activation confirmation MAC CE, we need to decide how many CG configurations per MAC entity are allowed to be configured. Considering that the UE can be configured with up to 4 BWPs at the same time and maximum number of CG configurations per BWP is 12, maximum of 48 CG configuration could be required per cell. The number could be further multiplied by the number of UEs serving cell in a cell group, which can be up to 32. We probably cannot expect that the UE will be able to support all those configured grants on all of its serving cells. Since we usually develop signaling to be rather futureproof, we propose that CG index has a maximum value of 48.
Proposal 8: Maximum number of configured grant configurations per MAC entity is 48.
This would directly translate into MAC CE for CG configuration confirmation to be 6-byte long. Since, in most cases, such a high number of simultaneous CG configurations will not be used, it would be good to avoid such high overhead. There could be two ways of achieving this: 
1. Introduction of two MAC CEs: 
a. 1-byte long supporting up to 8 CG configurations,
b. 6-byte long supporting maximum number of 48 CG configurations 
This approach is similar as for Scell activation/deactivation MAC CE. The advantage is that we can limit overhead for most probable use cases while the disadvantage would be a necessity to utilize two of the reserved LCID values instead of one.
2. Introduction of variable length MAC CE. The disadvantage would be using one byte for length field, so the minimum overhead would be two bytes instead of one. We would only require to use a single reserved LCID value.
We think specifying two MAC CEs for this purpose would be an overkill and thus we have a preference for using variable size MAC CE.
Proposal 9: Multiple Entry Configured Grant Confirmation MAC CE is a variable size MAC CE.

9	Summary
This contribution elaborated on remaining issues on TSC scheduling enhancements and LCH restrictions. The following is proposed based on the discussion above:
Proposal 1: For Type-1 CG, after receiving the configuration, UE should first identify the lowest N value corresponding to the nearest available CG occasion, then, N is incremented after each CG occasion starting from the N identified in the first step.
Proposal 2: Introduce timeReferenceSFN in RRC CG Type 1 configuration to avoid ambiguity of time assumed by the UE for its initialization.
Proposal 3: Support CG periodicities of multiple of 2/7 symbols as a separate capability with a cross-slot boundary capability as a pre-requisite.
[bookmark: _GoBack]Proposal 4: RAN2 to confirm the current assumption that LCH configured with allowedCG-List is allowed to be mapped to dynamic grant.
Proposal 5: Keep the restriction that the configured grant type1 can only be configured for either UL or SUL, but not both at the same time when multiple configured grant configurations per BWP is supported
Proposal 6: LCH configured with allowedPHY-PriorityIndex is allowed to be mapped to dynamic grant without any priority indication only in case the configuration allows it to be mapped on low priority grant.
Proposal 7: allowedPriorityLevels restriction applies to both dynamic and configured grants.
Proposal 8: Maximum number of configured grant configurations per MAC entity is 48.
Proposal 9: Multiple Entry Configured Grant Confirmation MAC CE is a variable size MAC CE.
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