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1	Introduction
This contribution addresses open issues on BAP flow control.
2	Discussion
2.1	Form of buffer-status indication
RAN2#108 captured the following agreement.
We use Available or desired buffer size (absolute e.g. MB kB)

This seems to come with unclear aspects:
· Does “buffer size” refer to an amount of data stored at the IAB node sending this indication, or to vacant storage/memory? “Desired buffer size” seems to point towards the former while “available buffer size” to the latter;
· “Desired buffer size” seems to indicate how much the IAB node wishes to have stored – but how does the parent node receiving this indication know how much is stored already?
Observation 1:	The agreement to use “Available or desired buffer size” calls for clarification.
Of these, an “available buffer size” seems the least unclear, at least if understood as a requested maximum amount of further data; a kind of downlink grant by an IAB node being scheduled.
Proposal 1:	The “buffer size” in the flow-control feedback indicates requested maximum amount of further data (previously called available buffer size) for the routing ID or ingress RLC channel.
Possible values of this requested amount seem to cover a vast range. An exponential value range seems useful in keeping the overhead reasonable, and the basic unit could be the 1500B familiar as a common MTU.
Proposal 2:	Values of the Maximum amount of data of Proposal 1 that can be indicated include 0 and 
1500B x 2N for 0 <= N <= 30.
2.2	Combined buffer indications
It does not seem uncommon that an IAB node reports flow-control feedback regarding multiple RLC channels or routing IDs simultaneously. An example is when the achievable downlink rate on a child link suddenly drops: this can create a need to update the flow-control feedback for a number of routing IDs for which that child link is configured as next hop. It then seems useful to allow the PDU format for the feedback to allow several RLC channels or routing IDs at once.
Proposal 3:	A single BAP control PDU for flow control can indicate feedback for several routing IDs / RLC channels
2.3	Poll indication and scope
Traditionally, such as in RLC and PDCP, polling has had a bit in the data-PDU header. We see no reason to deviate from this, since polling in absence of data to send seems rare. One-bit polling also seems sufficient because the scope of the poll can be implicit from the PDU with the poll bit: either the destination routing ID or the ingress RLC channel, according to which flow-control option has been configured.
Proposal 4:	The flow-control poll is carried in a BAP Data-PDU header bit; the scope of the poll is implicit from the PDU with the poll bit (the PDU’s destination routing ID, or the ingress RLC channel where the PDU was received)
3	Conclusion
This contribution addresses open issues on BAP flow control and concludes with the following.
Observation 1:	The agreement to use “Available or desired buffer size” calls for clarification.

Proposal 1:	The “buffer size” in the flow-control feedback indicates requested maximum amount of further data (previously called available buffer size) for the routing ID or ingress RLC channel.
Proposal 2:	Values of the Maximum amount of data of Proposal 1 that can be indicated include 0 and 
1500B x 2N for 0 <= N <= 30.
Proposal 3:	A single BAP control PDU for flow control can indicate feedback for several routing IDs / RLC channels
Proposal 4:	The flow-control poll is carried in a BAP Data-PDU header bit; the scope of the poll is implicit from the PDU with the poll bit (the PDU’s destination routing ID, or the ingress RLC channel where the PDU was received)






