3GPP TSG-RAN WG2 Meeting #109 electronic
R2-2000770
Elbonia, 24 Feb – 6 Mar 2020

Agenda item:
6.1.3.3 (Flow control)
Source:
Samsung
Title:
Desired data rate for hop-by-hop flow control 
Document for:
Discussion & Decision
1 Introduction
In RAN2#108, the content for the hop-by-hop flow control was extensively discussed, the following agreement was achieved:

	· We use Available or desired buffer size (absolute e.g. MB kB)


Meanwhile, during the online discussion, several companies express the intention to include the desired data rate based on the Chairman Note, although it was not agreed. 

	DISCUSSION on the two documents above

- 
Desired Buffer size, Desired Data Rate

- 
QC think no information is needed, an indication should just indicate overload. Possibly report available buffer. Ericsson agrees. ZTE think available buffer is not good.

- 
Samsung think the proposals above are ok. 

-
ZTE think we agrees to report buffer load already. Intel think we don’t need to specify exactly what this is. 

- 
Sequans support the proposals above. 

- 
LG think actual buffer occupancy e.g. in % would be ok, or just to report congestion problem or not. KDDI support this together with Buffer capability. 

-
FW think QC proposal is exactly as DDDS, and think desired buffer size is the same as available buffer size. 

- 
Huawei think the data rate is important. 

- 
Nokia think available buffer size is not always relevant, as an IAB node could indicate due to congestion problems on the next hops. 

- 
LG think b and c are the same. FW think we should go with c

- 
Samsung think c and d

- 
Ericsson think desired data rate is redundant. LG agrees. Intel agrees. 

- 
FW think if d is there, the reporting can be less often. CATT think this is useful. Samsung think that c and d can be independent and think 

Chair: there is significant support but no consensus for desired data rate 


However, after some further thinking, we still see the valuable benefit for including desired data rate, which is not redundant information. Thus, in this contribution, we would like address this issue further. 

2 Discussion
For hop-by-hop flow control, the IAB node can inform its parent node its available buffer size if, e.g., the buffer load exceeds the certain level. After receiving this information, the parent node will not send data with volume exceeding the available buffer size. Taking the Fig. 1 as an example, IAB node reports its available buffer size is 20Mbytes, and IAB node sends the data out via the rate of 10 MB/s. The parent node sends the packets via 20MB/s. After sending 20Mbytes, the parent node cannot be aware that the 20MB/s rate will cause the overflow at the IAB node since it does not know the sending rate of IAB node is 10MB/s. Thus, the safe way for parent node is to stop the data transmission and wait for further reporting from IAB node. To resume the data transmission, the IAB node has to send another available buffer size. Thus, to keep the continuous data transmission from the parent node, the IAB node needs continuously send the available buffer size to the parent node so that the parent node can adjust its data transmission. 
Observation 1: with available buffer size only, the IAB node has to continuously send this information to its parent node in order to keep sending data continuously.  
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Fig. 1. Data transmission behaviour via available buffer size
If desired data rate is included, the parent node can continuously send the data via this rate even if the volume of sending data exceeds the available buffer size. In other words, after sending data up to the available buffer size, the parent node can keep the data transmission with rate not larger than the desired data rate.  
Observation 2: with desired data rate, the parent node can keep the data transmission even if the sending data volume reaches the available buffer size, which can save flow control signaling from the IAB node to its parent node. 
On the other hand, such desired data rate indicates that the overflow will not be occurred if the parent node sending the packet via such rate. Meanwhile, the available buffer size gives some guidance to the parent node if it wants to send data in higher data rate. For example, as shown in Fig. 2, IAB node informs the available buffer size of 20Mbytes, and desired data rate of 10MB/s, which tells the parent node that, if it wants to send data in higher rate, the additionally transmitted data volume cannot exceed 20Mbytes compared to sending data via 10MB/s.  Thus, after sending 20Mbytes via rate of 20MB/s, the parent node adjusts its sending rate to 10MB/s.
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Fig. 2 Sending rate adjustment via available buffer size and desired data rate
Observation 3: the available buffer size and desired data rate can provide better guidance to the parent node for sending rate adjustment. 

Proposal: the desired data rate is included in BAP header for hop-by-hop flow control, and can be reported per-ingress BH RLC CH and/or per-routing ID. 
3 Conclusions
In this contribution, we further discuss the desired data rate for hop-by-hop flow control, and we propose

Proposal: the desired data rate is included in BAP header for hop-by-hop flow control, and can be reported per-ingress BH RLC CH and/or per-routing ID. 
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