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1   Introduction
At the RAN2#107-Bis meeting in Chongqing, RAN2 made good progress on the size and functionality of the routing ID, as well as the specific split (for the DL) of the routing ID into destination address and path ID. More specifically, RAN2 agreed the following:

BAP header: 

· Routing ID is 13bits

· There is a C/D bit

· Length of the BAP address and BAP path ID sub-fields of the BAP routing ID to be fixed/predefined 

· For the DL, BAP address is 10bits and BAP path ID is 3bits

· For the UL, BAP address is FFS bits and BAP path ID is FFS bits 

· R2 expects that there will be no restrictions in the TS to restrict configuration of routing ID and its components. The network has to ensure that e.g. there is no path confusion.

In this tdoc, we address the yellow-highlighted bit, and suggest a specific split of the 13 bits for the UL for consideration by RAN2.
2   Difference between upstream and downstream
The first question that one could ask is whether we could apply the same split to UL as the one agreed for the DL. In this section we argue why this should not be the case.

It is first necessary to remind ourselves that the routing ID (the specific combination of the destination address and path ID) has to be unique in each routing table and this is true for both UL and DL. The main difference between DL and UL is that on the DL, the BAP address is unique per Donor-DU (not necessarily per CU), meaning a relatively small number of path ID bits is needed to create a sufficient number of unique routing IDs. In contrast to DL, on the UL, the ratio of the number of source nodes to destination node is significantly higher. On the UL, we may have e.g. dozens of Donor-DUs, compared to thousands of source IAB nodes. If we focus on one of these Donor-DU nodes, and look at all the paths terminating at this specific Donor-DU, we note that they all have the same destination address and that the only way to differentiate the packets’ journeys through the network is the path ID. Therefore we need a sizeable path ID on the UL, e.g. one which can cover potentially hundreds of paths per single destination
.
Observation 1 On the UL, the only way to differentiate the route of the packets coming from different source nodes and going to the same destination (same Donor-DU) is the path ID; this is why the path ID space needs to be significantly lager on the UL than on the DL.
3   On the BAP address space on the UL
In legacy CU-DU, the length of the gNB-DU ID is 36 bits, which means that under the same gNB-CU, 2^36 gNB-DU can be supported. We do not think that 2^36 is a realistic number for initial IAB deployments. Furthermore, the routing ID (for UL as well as DL) is fixed to 13 bits so the maximum number (theoretically) we could spare for the Donor-DU BAP address bit is 12 bits, so we are nowhere near the 2^36 theoretical maximum number of DUs. Of course, this is under the assumption that the BAP address of a Donor-DU has to be unique; in reality, a CU could re-use the BAP addresses across different clusters of DUs covering non-overlapping areas.
Observation 2 While a realistic, future-proof number of Donor-DUs is not easy to agree on at this stage, we think that we are looking at dozens, or a couple of hundreds maximum. A much higher number could also be supported with a limited BAP address space, assuming a re-use the BAP address across clusters of DUs covering non-overlapping areas.

RAN2 have ruled out the case where a node in NR-DC is connecting to two different Donors – although it is possible to connect to different Donor-DUs. In any case, NR-DC does increase the number of paths under the same Donor (and possibly within the same Donor-DU cluster, where BAP addresses for Donor-DUs need to be unique) – this is another motivation to increase the path ID space at the expense of BAP address space on the UL.

Observation 3 Use of NR-DC is another motivation to increase the path ID space at the expense of BAP address space on the UL.
4   Proposals for a concrete split
We cannot rely fully on CU’s management of Donor-DU addresses, and therefore we do need to make sure that the BAP address space on the UL is sufficiently high. This is contrasted with the desire to have a larger path ID space than on the DL. Given Observations 2 and 3, we do not expect a need for more than a couple of hundred unique BAP addresses on the UL, and therefore we propose the following split:

Proposal 1: For the UL, RAN2 is kindly asked to consider that BAP address should be set to 7 bits and BAP path ID to 6 bits.
This allows for 128 unique BAP addresses for the Donor-DUs, and 64 path IDs for each of these addresses
. 

5   Conclusions
In this tdoc we focused on the upstream routing ID, more specifically on how to devise a reasonable specific split of the 13 bits assigned for the routing ID into the BAP address part and the path ID part. After sharing a brief analysis, summarized in the following 3 observations:
Observation 4 On the UL, the only way to differentiate the route of the packets coming from different source nodes and going to the same destination (same Donor-DU) is the path ID; this is why the path ID space needs to be significantly lager on the UL than on the DL.
Observation 5 While a realistic, future-proof number of Donor-DUs is not easy to agree on at this stage, we think that we are looking at dozens, or a couple of hundreds maximum. A much higher number could also be supported with a limited BAP address space, assuming a re-use the BAP address across clusters of DUs covering non-overlapping areas.

Observation 6 Use of NR-DC is another motivation to increase the path ID space at the expense of BAP address space on the UL.
We made the following suggestion for RAN2’s consideration:

Proposal 2: For the UL, RAN2 is kindly asked to consider that BAP address should be set to 7 bits and BAP path ID to 6 bits.
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� Of course, as we go further upstream through the IAB network and towards the Donor, packets destined for the same Donor-DU and coming from different access nodes will likely start converging onto a handful of physical paths; however, at the start of the ‘journey’, path ID is the only way to differentiate the route of these packets.


� While 64 path IDs may not seem like a lot in light of the fact that we will have potentially hundreds of access nodes sending data to the same Donor-DU, the CU can, through appropriate configuration, allow the sharing of path ID space across non-overlapping (or even partly overlapping paths – once they start converging) paths. In other words, the same routing ID (same destination address and same path ID) can give us different routes through the network ending in the same Donor-DU, so long as there is no confusion in routing tables hosted at individual nodes.





