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1   Introduction
Flow control is needed in IAB networks to prevent congestion occurring. There are two main types of flow control in relay networks: end-to-end and hop-by-hop. On the UL, resource allocation serves as a form of flow control (the parent node has full control over UL transmissions of its child nodes). RAN2 have hence agreed not to introduce any additional UL flow control mechanisms. Therefore, in this tdoc we focus on the DL.

For the DL, the DU part of the parent node, acting as access point to the MT part of the child node, does not know the conditions on the egress link of the DU part of the child node. In other words, the DU side of the parent IAB-node may not know the downlink buffer status of the child IAB-node. This is one of the reasons the flow control feedback is required. The DL end-to-end flow control mechanisms are already in place and their enhancements are not subject of this tdoc. Here we focus on hop-by-hop (HbH) DL flow control exclusively.

During the Study Item phase of the 3GPP work on IAB, only high-level concepts were discussed. The following was captured in TR 38.874v16.0.0:
“End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB-nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE's access IAB-node DU in hop-by-hop ARQ to the IAB-donor CU. … Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling.

The congested IAB-node may provide feedback information to the parent IAB-node or the IAB-donor. Based on this feedback, the parent IAB-node or IAB-donor may perform flow control and alleviate downlink data congestion.

The flow control feedback may include the following information:

-
IAB-node buffer load;

-
IAB-node ID, where the congestion has occurred;

-
Potentially other information.

 The granularity of the feedback information can be e.g. per UE radio bearer, per RLC-channel, per backhaul link.”
More recently, at 3GPP RAN2#107 meeting in Prague (August 2019), as part of the Work Item phase of IAB, the following was agreed:
· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function
· It is FFS how to trigger the the DL hop-by-hop flow control in IAB network
The green-highlighted bits show key open issues which need to be finalized in order to design a working IAB system, and they are the focus of the present tdoc. At the RAN2#107-Bis meeting, RAN2 covered some of the open issues above, by focusing on what kind of information should be fed back to identify “source” of the problem – decision is expected at the present meeting. This tdoc covers not only this issue but all of the above issues.
2   Hop-by-hop flow control feedback content and granularity
The email discussion [106#44][IAB] Flow Control (ZTE) has touched upon this issue; however different companies had different views on what should represent the “buffer load”, with some additional confusion being caused by different interpretations of the term “desired buffer size”. Therefore our first proposal has to do with the specification of what “buffer load information” is exactly, as unambiguously as possible. There are several possibilities for indicating buffer load information to the parent node, and our first proposal lists what is in our view a comprehensive list of options (using [106#44] as a starting point and expanding upon it) :
Proposal 1: RAN2 to discuss details of DL buffer load information, from the below list:

- Total amount of data in the DL buffers

- Buffer occupancy as a fraction of full occupancy

- Buffer occupancy as a fraction of a pre-defined or configured threshold 
- Available buffer size in absolute or relative terms

- Any of the above, but only for a certain bearer/group of bearers/backhaul channels (depending on what flow granularity types are agreed – please see Proposals that follow).
Turning our attention now to reporting granularity, RAN2 have already agreed per BH RLC channel flow control feedback as baseline. Two key aspects are still left unspecified for this baseline:
1. Whether the reporting is per egress BH RLC channel or per ingress BH RLC channel; and

2. Whether any additional assistance information should be included on top of the information on buffer load information (as covered in Proposal 1 above)
Reporting per ingress channel is of more straightforward value to the parent node, and in that case the only sensible additional control information (in our view) is the desired incoming data rate. This approach is similar to what is done on F1-U/X2-U/Xn-U interfaces. With this information, the sending node can control its data transmission rate to mitigate the congestion. For this case we therefore propose the following:

Proposal 2: For per ingress BH RLC channel reporting, RAN2 to include the ingress link ID and the desired incoming data rate.

In our view it is also possible to report per egress BH RLC channel of the IAB node in question. While this information would then need to be converted by the parent node to parameters of its own egress links, the information itself can provide a wider view of the status of the DU part of the IAB node in question. Therefore, for the case of reporting per egress backhaul channel, we propose the following:

Proposal 3: For per egress BH RLC channel granularity, RAN2 to include the egress link ID and some or all of the following additional information in the flow control feedback: 
- the link throughput 

- indication of service type carried by this link 

- the desired (most suitable) QoS requirements of incoming data 

- indication of radio link failure 
- indication of potential congestion at the child node (of the child node), and an ID of this child node.

If the buffered data packets at accessing IAB node overflow due to the link problem of accessing UE, simply reducing the data transmission of IAB donor CU using existing mechanisms (F1-U DDDS) is not enough. We need to reduce the data transmission at the intermediate IAB nodes as well, especially the parent node of accessing IAB node. Therefore we propose that RAN2 adopts HbH flow control feedback based on per UE bearer granularity as well.
Proposal 4: RAN2 agrees to introduce per UE bearer HbH flow control feedback.
Proposal 5: For per UE bearer granularity, RAN2 to discuss including the bearer ID/bearer group ID and some or all of the following additional information in the flow control feedback: 
- the desired incoming data rate 
- the desired (most suitable) QoS requirements of incoming data 
- indication of likely/imminent expiration of time stamps (if agreed/present) 
- indication of data type.
3   Triggering of flow control feedback
The first two proposals in this Section are fairly straightforward and essentially argue in favour of the introduction of periodic flow control feedback, and flow control feedback in response to polling by the parent node:
Proposal 6: RAN2 to agree periodic flow control feedback, as configured by the parent node (e.g. by using a specific BAP layer CE), or by the CU (e.g. by reconfiguring the node via OAM or RRC).

Proposal 7: RAN2 to agree flow control feedback based on polling by the parent node (e.g. triggered by reception of a specific BAP layer CE) or by the CU (e.g. change of node configuration via OAM or RRC).
And lastly, while for F1-U we do not define explicit triggering conditions, we think it is useful to discuss these in the context of HbH flow control:

Proposal 8: RAN2 to discuss triggers for flow control feedback from the list below: 
- reporting can be triggered when buffer occupancy (total, or with a certain granularity, for only a subset of bearers/bearer groups) exceeds certain threshold, or if the egress links suffer radio link failure or are likely to (based on feedback from the child node of the child node)
- reporting can be triggered based on likely/imminent expiration of time stamps (e.g. a certain time t before the expiry) 
- reporting can be triggered when the difference between ingress and egress throughputs exceeds a certain threshold 
- all this can be configured for bearers carrying a specific service (e.g. a latency-critical service such as URLLC, or signaling bearers) or having a certain priority.

4   Conclusions

In this tdoc, we discussed flow control feedback content, granularity, and any triggers that should receive normative treatment. 
We started by listing what is in our view a comprehensive list of options for the DL buffer load information:
Proposal 9: RAN2 to discuss details of DL buffer load information, from the below list:

- Total amount of data in the DL buffers

- Buffer occupancy as a fraction of full occupancy

- Buffer occupancy as a fraction of a pre-defined or configured threshold 
- Available buffer size in absolute or relative terms

- Any of the above, but only for a certain bearer/group of bearers/backhaul channels (depending on what flow granularity types are agreed – please see Proposals that follow).

We then looked at reporting per ingress BH RLC channel:

Proposal 10: For per ingress BH RLC channel reporting, RAN2 to include the ingress link ID and the desired incoming data rate.

And the more complicated but potentially quite valuable case of per egress BH RLC channel reporting:

Proposal 11: For per egress BH RLC channel granularity, RAN2 to include the egress link ID and some or all of the following additional information in the flow control feedback: 
- the link throughput 

- indication of service type carried by this link 

- the desired (most suitable) QoS requirements of incoming data 

- indication of radio link failure 
- indication of potential congestion at the child node (of the child node), and an ID of this child node.

We then argued that we need per UE bearer granularity flow control as well: 

Proposal 12: RAN2 agrees to introduce per UE bearer HbH flow control feedback.
Proposal 13: For per UE bearer granularity, RAN2 to discuss including the bearer ID/bearer group ID and some or all of the following additional information in the flow control feedback: 
- the desired incoming data rate 
- the desired (most suitable) QoS requirements of incoming data 
- indication of likely/imminent expiration of time stamps (if agreed/present) 
- indication of data type.
Finally, we addressed the triggering of the flow control feedback:

Proposal 14: RAN2 to agree periodic flow control feedback, as configured by the parent node (e.g. by using a specific BAP layer CE), or by the CU (e.g. by reconfiguring the node via OAM or RRC).

Proposal 15: RAN2 to agree flow control feedback based on polling by the parent node (e.g. triggered by reception of a specific BAP layer CE) or by the CU (e.g. change of node configuration via OAM or RRC).
Proposal 16: RAN2 to discuss triggers for flow control feedback from the list below: 
- reporting can be triggered when buffer occupancy (total, or with a certain granularity, for only a subset of bearers/bearer groups) exceeds certain threshold, or if the egress links suffer radio link failure or are likely to (based on feedback from the child node of the child node)
- reporting can be triggered based on likely/imminent expiration of time stamps (e.g. a certain time t before the expiry) 
- reporting can be triggered when the difference between ingress and egress throughputs exceeds a certain threshold 
- all this can be configured for bearers carrying a specific service (e.g. a latency-critical service such as URLLC, or signaling bearers) or having a certain priority.
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