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1	Introduction
A flow control mechanism (for DL and, and if necessary, for UL) has been part of the objective for Rel-16 IAB work. Progress was made on the topic [1], with the following agreements
	The UL end-to-end flow control is not supported in IAB network
The DL hop-by-hop flow control is supported in IAB network. 
One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 
Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
BAP layer supports the DL hop-by-hop flow control and flow control feedback function
It is FFS how to trigger the the DL hop-by-hop flow control in IAB network



The trigger and the granularity of the flow control feedback were discussed in RAN2 #107bis meeting [2], in which some expressed the concern that the supported granularity should have a coarse one as baseline and then finer granularity should be driven by performance gain. In this contribution, we focus on DL hop-by-hop flow control and try to close the open issues. 
2	Discussions
2.1 Information to feedback
[bookmark: OLE_LINK3]The previous agreement is “DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information.”  Therefore there are two questions to check. 
· Question a1: Which metric(s) to use for IAB node buffer load?
· Question a2: Is there a need for other information?
We summarize our view on these two questions in Table 1. 
Table 1 Views on feedback information
	Question
	Discussions

	Question a1: Which metric(s) to use for IAB node buffer load?
	The agreement is feedback information include buffer load at IAB node. Following this line, we can consider the metrics specified in TS 38.425, which are for NR UP in inter node interfaces. More specifically in DL DATA DELIVERY STATUS PDU format there are Desired buffer size for the data radio bearer and Desired Data Rate. 

	Question a2: Is there a need for other information?
	These two fields can each take 4 byte in terms of width, which seems to be sufficient granularity in reflecting whether the link/bear/other feedback granularity is congested or if yes to what extent. 
Furthermore, these two metrics indicate the available buffer on time and how fast the buffer size is going to fall down. These seem sufficient to serve hbh flow control in BH link. 



Based on these, we have the following proposals regarding feedback information. 
[bookmark: p1]Proposal 1	RAN2 agree that DL One-hop flow control feedback information includes the desired buffer size and the desired data rate, and no other information is needed. 

2.2 Feedback granularity
Another open issue is with which granularity the information in section 2.1 is included in feedback. There were extensive discussions in the RAN2 #107b meeting. The options on the table are
	Chair: Proposals on the table on the information in the feedback on the “source” of the problem:
0) No information 
1) Implicit information: the BH RLC channel the feedback is sent on is the BH RLC channel for which packets are buffered. 
2) Routing IDs of buffered traffic 
(covers congestion on next IAB link(s))
3) UE id + UE bearer ID of buffered traffic 
(covers also UE access link congestion) 



In our understanding these options go from no feedback, relatively coarser granularity to higher granularities. One important question is then whether a finer granularity, which means higher feedback load as well as processing complexity, is leading to better performance. In Table 2 we make a few comments to each option. 
Table 2 Discussions on feedback granularity options
	Option 
	Discussions

	Option 0
	Without feedback information, hbh flow control is hard to apply. Also this seems not quite in line with the previous agreements (see section 1). 

	Option 1
	In our understanding this option needs some clarification. It should a granularity corresponding to the ingress BH RLC channel at the child IAB-node. In each RLC channels there may be aggregation of traffics for different paths/destinations. Therefore, buffer load with this granularity reflects the aggregated traffic from parent node to child node. Also, this is relatively coarse granularity and it shall be baseline if no consensus to go finer. 

On one hand, one can argue this does not necessarily reflect the load status corresponding to certain path/destinations/UEs that are real congestion cause. But it seems possible in some implementations that the parent IAB-node guess based on its own knowledge once received a high buffer load indication in a given egress RLC channel. For now we have seem much proof of extra performance gain if we have higher granularity. 

	Option 2
	This is clearly finer granularity, as it also includes egress link information, i.e., path ID. But in our understanding this is optimization. The radio link condition (e.g., fading situation) between the child node and its next hop node varies, and the congestion situation in a given egress link might not last long. Also, the path ID is not always accurately reflecting the egress link at the child node (from the standpoint of the parent node) as in re-routing we might have the case where the packet is actually taking the path different from that indicated by routing ID. 

	Option 3
	This option is with even finer granularity. In our view such granularity is of course with best performance for flow control, but it requires higher feedback overhead and complexity. One more issue with such this option is the child IAB-node might not be aware of the UE ID or UE bear info. 

Based on these discussions, it seems one possible modification to Option 3 is to include destination ID in the feedback info, instead of UE info. But in any case we do not think it reasonable to always mandate destination ID in the feedback, because we believe in many cases this extra information is not leading to much more gain. 



Based on these, we have the following proposals regarding feedback information. 
[bookmark: p2]Proposal 2	RAN2 agree that DL One-hop flow control feedback granularity is per ingress BH RLC channel. 
[bookmark: p3]Proposal 3	UE ID or UE bearer information is not included in flow control feedback.
[bookmark: p4][bookmark: OLE_LINK4]Proposal 4	If destination ID is supported as part of flow control feedback, it is optional.

2.2 Trigger of feedback
A comparable scenario is again the DL DATA DELIVERY STATUS specified in TS 38.425, where the triggering of feedback includes polling, preconfigured time, as well as an overload condition. 
	TS 38.425 V15.5.0, section 5.4.1.1
The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling Flag is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered, unless a situation of overload at the corresponding node is encountered. The DL DATA DELIVERY STATUS sent as a response to a specific DL report NR PDCP PDU SN shall be sent only when all PDCP PDU SNs up to this DL report NR PDCP PDU have been successfully delivered in-sequence.



Generally speaking it seems possible to borrow these mechanisms and check which of those is not necessary for BH link flow control feedback. 
As the IAB-node is a network node it seems the buffer handling can be left to implementation as much as possible. In TS 38.425 there is no definite requirement for overload trigger. Furthermore, the polling is also based on parent node implementation. Besides, to have a periodic feedback seems also useful, as it balance the feedback load and flow control performance. 
Based on the discussions, we have the following proposal. 
[bookmark: p5]Proposal 5	RAN2 consider and decide on the following triggers of BH link flow control feedback
· polling by parent IAB-node, 
· overload at the child IAB-node, 
· preconfigured feedback periodicity


3	Summary
Based on the discussions in section 2, we have the following proposals for RAN2’s further discussions.
Proposal 1	RAN2 agree that DL One-hop flow control feedback information includes the desired buffer size and the desired data rate, and no other information is needed. 
Proposal 2	RAN2 agree that DL One-hop flow control feedback granularity is per ingress BH RLC channel. 
Proposal 3	UE ID or UE bearer information is not included in flow control feedback.
Proposal 4	If destination ID is supported as part of flow control feedback, it is optional.
Proposal 5	RAN2 consider and decide on the following triggers of BH link flow control feedback
· polling by parent IAB-node, 
· overload at the child IAB-node, 
· preconfigured feedback periodicity
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