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Introduction
This paper aims to resolve open issues related to BH RLF, that are essential to close IAB WI. The following three topics are discussed:
· BH RLF notification and propagation, with a particular focus on DC
· Transport of BH RLF notification 
· BH RLF message termination protocol entity
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BH RLF Notification and Propagation
Other Types of Notification Messages 
BH failure notification types
In RAN2#107bis, RAN2 agreed to consider that “recovery failure” would be triggered when RRC re-establishment fails, but it is FFS whether to specify this. 
In our view, it is important to specify the behavior related to “BH RLF recovery failure”, and capturing the behaviors by “may” is undesirable. Recall that BH RLF recovery failure has been considered to ensure a controlled recovery after BH RLF/RLF recovery failure, rather than relying on fully autonomous topology adaptation that is hard to be controlled. If the BH RLF recovery failure behaviors are not specified o inconsistent, the impact of BH failure on a single BH may unnecessary propagate to deeper part of the entire IAB networks, severely degrading the overall performance and jeopardizing the stability of the IAB networks. 
Proposal 1: RAN2 to specify the behaviors related to BH RLF recovery failure notification message, including message construction, transmission, and reception of the message.  
It is FFS whether RAN2 further introduce two other message types, “BH Failure notification (and under recovery)” and “BH Failure Recovery notification”. We think that introducing two additional message types provides a significant performance benefit of reducing service interruption upon BH RLF. To illustrate the potential performance gain, consider the exemplary topology shown in Figure 1. 


Figure 1. Topology being considered, where node5 is dual-connected to node3 and node 4 as its parent
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(a) Only with BH RLF recovery failure notification		 (b) With multiple types of messages
Figure 2. Comparison of potential service interruptions of upstream traffic flows that are originally configured to be routed from node4 to node 3; (a) RLF notification with a single notification type, (b) RLF notifications using multiple notification types
In this figure, we assume that one child node (node5) is connected to node 3 and 4 via dual connectivity. Suppose one of its parent’s experiences radio link failure. 
If we only have a single message indicating a recovery failure, the child node cannot take any proactive action such as temporal local re-routing towards other parent, because the earliest moment of notification to the child node is only after connection recovery failure of the parent node. In short, the bad news propagates too late to the child node. Since the failure of re-establishment is only governed by a timer, the overall interruption in case of re-establishment may be quite long. The implication of service interruption of the child IAB node is magnificent, because many UEs and other IAB nodes may be connected to the child node.   
On contrast, let us assume that the extra message types are available. In this case, if the parent detects BH RLF, it immediately notifies the failure event to the child node. The child node then can take proactive routing adaptation by utilizing its backhaul diversity. For example, the child node may (temporarily) switch its upstream path from the failed parent to another parent that is currently working normally. If the failed BH is This proactive routing is expected to significantly reduce the service interruption, compared to having only a single notification type, BH RLF recovery failure. 
Proposal 2: To minimize service interruption after BH RLF, introduce both a) “BH RLF” notification and b) “BH recovered” notification, in addition to “recovery failure” notification.
Proposal 3: Upon detection of BH failure (i.e. meeting the condition to initiate re-establishment), an IAB node sends a “BH RLF” notification to its downstream node.
Proposal 4: Upon a successful recovery from BH failure, an IAB node sends a “BH recovered” notification to its downstream node.
BH RLF Notification Termination Layer
RAN2 agreed that BH RLF related notification message is carried by a BAP control PDU. This agreement does not necessary mean that BH RLF notification message should be initially generated by BAP layer, because there is another possible model, where RRC generates BH RLF message and submits the messages to BAP layer to be transported as a BAP control PDU. That is, we have two possible options for BH RLF message construction
· Option1: BAP layer generates BH RLF message
· Option2: RRC layer generates BH RLF message
We think that option2 is more future proof way of inter-IAB node signalling. A dedicated discussion on this issue is found in our companion paper [1].
Proposal 5: RAN2 to agree that BH RLF notification message is defined as a RRC message and transported as BAP control PDU. 


Biased Cell Selection during Re-establishment
Proposal 6: No requirement is added to cell selection performed by an IAB node. Cell selection is left to implementation. 

Other Recovery mechanisms
The default procedure for BH RLF recovery is RRC re-establishment. One may consider some optimization for BH RLF recovery or even for avoiding BH RLF from the beginning. For example, conditional mobility (CHO) mechanism could be employed for this optimization; some neighbor IAB node(s)s may be prepared in advance as CHO target, and when the BH link is unstable, the IAB initiates a conditional mobility towards one of the prepared target nodes. While such kind of optimization might seem beneficial, we should carefully evaluate if such optimization attempts are really essential and adding any extra specification works. We strongly recommend that RAN2 does not pursue any further optimization of existing or new features being introduced in this release only for optimizing IAB. Just in case such optimization can be implemented with existing features (including the new feature being introduced) for optimizing IAB network, no concerned remains.  
Proposal 7: No further optimization to the new features being introduced for other WIs only to optimize IAB are not pursued in Rel-16. 
Conclusion 
This contribution discusses open issues related to BH RLF. 
Proposal 1: Specify the behaviors related to BH RLF recovery failure notification message as “shall”. The behaviors related to message construction, transmission, and reception of the message.  
Proposal 2: To minimize service interruption after BH RLF, introduce both a) “BH RLF” notification and b) “BH recovered” notification, in addition to “recovery failure” notification.
Proposal 3: Upon detection of BH failure (i.e. meeting the condition to initiate re-establishment), an IAB node sends a “BH RLF” notification to its downstream node.
Proposal 4: Upon a successful recovery from BH failure, an IAB node sends a “BH recovered” notification to its downstream node.
Proposal 5 : RAN2 to agree that BH RLF notification message is defined as a RRC message and transported as BAP control PDU. 
Proposal 6: No requirement is added to cell selection performed by an IAB node. Cell selection is left to implementation. 
Proposal 7: No further optimization to the new feature being introduced for other WIs only to optimize IAB are not pursued in Rel-16. 
	References
[1] R2-19xxxxx, “BH RLF Notification Termination Layer”, LG Electronics Inc. 

image2.emf
Node 5 Node 3

Re-establishment failure

BH RLF recovery failure

Detection of BH23 failure 

Re-

establishment

Interruption for 

traffic routed to 

node 3

Actions

Node 5 Node 3

Re-establishment failure

BH RLF recovery failure

Detection of BH23 failure 

Re-

establishment

Interruption for traffic 

routed to node 3

Actions

Switch path 

from 3 to 4 

Switch path 

from 3 to 4 

BH RLF on-recovery 


image1.emf
Node 2 Node 3 Node 5

BH_35 BH_23

Toward a root node

4


Microsoft_Visio_2003-2010____1.vsd
Node 2


Node 3


Node 5


BH_35


BH_23


Toward a root node


4



