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In the RAN2 #107 meeting [1], several agreements were reached regarding IAB flow control:
	· [bookmark: _Hlk24027658]The UL end-to-end flow control is not supported in IAB network
· The DL hop-by-hop flow control is supported in IAB network. 
· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 
· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function
· It is FFS how to trigger the the DL hop-by-hop flow control in IAB network




RAN agreed to support hop-by-hop flow control for the DL (downstream direction) should be supported in the BAP layer. There are several details regarding BAP HbH flow control yet to be resolved, including what information to feedback from the BAP receiver to the BAP transmitter, whether there is a need to consider flow control information at a granularity other than the BH RLC channel level, and how to trigger the HbH flow control feedback.
In RAN2 #107bis [2] there was further discussion regarding what information should be provided in the flow control feedback that would indicate the “source” of the congestion problem. The chairman summarized the options provided in different company contributions as follows:Proposals on the table on the information in the feedback on the “source” of the problem:
0) No information 
1) Implicit information: the BH RLC channel the feedback is sent on is the BH RLC channel for which packets are buffered. 
2) Routing IDs of buffered traffic (covers congestion on next IAB link(s))
3) UE id + UE bearer ID of buffered traffic (covers also UE access link congestion) 
· Decision next meeting


In this paper, we briefly discuss several of these remaining issues for IAB HbH flow control, including the granularity of feedback information discussed in In RAN2 #107bis.
Discussion 
The following subsections discuss remaining issues for IAB HbH flow control, and provide proposals to address each issue:
2.1 BAP HbH flow control granularity
In RAN2#107 [1] it was agreed that per BH RLC channel-based flow control feedback should be considered as baseline for the granularity of HbH flow control feedback information. Furthermore, it was agreed that at least for Rel. 16, the mapping of packets in the BAP layer to egress RLC BH channels of an intermediate IAB node would be based only on the identity of the ingress RLC BH channel for the packet. Also, it was further agreed that other information such as BAP header QoS or other BAP header bearer information would not be used for mapping of packets to BH RLC channels.
Proposal 1: RAN2 confirms that the BAP layer provides flow control feedback at the granularity of BH RLC channel (at least option 1 is supported in Rel. 16).  
On the other hand, as discussed in the introduction, there was a rather lengthy debate in RAN2 #107bis regarding the utility of such flow control feedback. The main argument is that congestion that occurs on an egress BH link triggers flow control on ingress BH links. But since data from a single ingress RLC channel, may be routed to different egress BH links at an IAB node, flow control at the granularity of an ingress RLC channel would not provide sufficient information to the parent node. In particular, throttling traffic to the ingress RLC link would impact traffic routed towards the congested egress BH link, but also traffic routed to other egress BH links that are not suffering any congestion. Hence, there is a desire to provide more granularity in flow control feedback so that a parent node can take more intelligent actions with respect to throttling traffic flows, local load balancing decisions, etc.
Some contributions [3] [4] [6] proposed that HbH flow control should provide feedback at the granularity of UE Id + UE bearer Id. Furthermore, this is used as justification to include an indicator of UE bearer Id in the BAP header [5]. These proposals correspond to option 3) “UE id + UE bearer ID of buffered traffic”. Clearly supporting option 3) would result in significant overhead in terms of BAP header size, as well as the granularity of HbH flow control feedback information.
One advantage that is claimed for option 3) is that it addresses congestion even at the UE access link. However, it is not clear why there is a need to use BH link flow control to address congestion of the access link. As with any gNB, access link resource allocation is addressed by the DL scheduler in the access IAB node DU (or cell). Furthermore, the access IAB node DU already supports end-to-end flow control on a per UE bearer basis, via the NR user plane protocol 38.425. Hence, it is not clear what additional value for access link resource management would be provided by HbH flow control on the BH link. 
Observation 1: Option 3) “UE id + UE bearer ID of buffered traffic” introduces considerable overhead for both BAP header, and flow control granularity, and goes against previous RAN2 agreements. On the other hand, there is no clear value to provide this granularity of information for HbH flow control feedback.    
Proposal 2: RAN2 should not consider option 3 further. 
Several contributions preferred to support flow control feedback with the granularity of option 2) “Routing IDs of buffered traffic”. Some contributions took the view that this granularity of feedback is necessary [6] [7], while others view it as optional or at least worthy of further consideration [8] [9]. There are several advantages to option 2):
a) Provides some indication of congestion on next hop IAB link(s)
b) No additional information needs to be included in BAP header
c) Much smaller impact to flow control feedback compared to option 3, in terms of the overhead of information that would need to be provided to the parent IAB node.

Observation 2: Clearly there is value in reporting flow control related feedback per Routing ID to the parent IAB node.
However, what seems to be envisioned by several of these contributions is that HbH flow control feedback would be provided at the granularity of ingress BH RLC channel, but that this feedback would additionally indicate which specific Routing IDs for each BH RLC channel suffering from congestion (per BH RLC channel per Routing ID granularity). This view of option 2) seems problematic from several aspects:
a) N-to-1 mapped BH RLC channels aggregate traffic for many UEs, UE bearers, and destination BAP addresses. It is not clear how the IAB node suffering congestion on an egress BH link knows which Routing IDs are associated with each egress BH RLC channel, as these can change dynamically as different users and user flows are served by different access IAB nodes. The IAB node would need to somehow continuously track the Routing IDs of every packet mapped to each egress RLC channel. Furthermore, as this mapping changes dynamically, the IAB node would need some mechanism to indicate to its parent node when a particular Routing ID is no longer subject to congestion for a given ingress BH RLC channel.
b) It was agreed in RAN2#107bis that the length of a Routing ID is 13 bits. Reporting a list of Routing IDs associated with each BH RLC channel will blow up the size of the flow control feedback report for the BH RLC channel. Furthermore, when an egress BH link suffers from congestion, all BH RLC channels of this link will suffer from congestion to varying degrees. However, it is likely that the data mapped to different BH RLC channels on the same egress link, are addressed to a relatively small set of Routing IDs. Thus, if we include a list of Routing IDs within the flow control feedback report of each BH RLC channel, this will typically list the same set of Routing IDs in many different BH RLC flow control reports. This information is redundant and resulting overhead is itself likely to contribute to BH link congestion.
c) Some contributions (e.g. [7]) seem to take the view that the parent node receiving the HbH flow control feedback should differentially throttle traffic addressed to specific Routing IDs, for each BH RLC channel. This somehow implies that the parent IAB node maintains separate buffers for each Routing ID and egress BH RLC channel combination. This would introduce incredible complexity at the IAB node, that hardly seems justified for what should be rare or at least temporary congestion events. It also seems to largely negate the value of introducing N-to-1 bearer mapping for IAB BH RLC channels.

Observation 3: Option 2) “Routing IDs of buffered traffic” has several advantages but combining this information together with HbH flow control feedback per BH RLC channel would considerably increase complexity, suffer from high overhead, and does not provide clear value.
Clearly there is value in reporting flow control related feedback per Routing ID to the parent IAB node. However, what is questionable is whether this feedback should be per BH RLC channel per Routing ID. Note that the Routing ID is used to make routing decisions at the IAB node, and hence will map ingress packets to particular egress links/interfaces. Furthermore, as previously mentioned, when an egress link suffers congestion, all BH RLC channels served by this egress link will suffer congestion to varying degrees. When the IAB node detects congestion of an egress link, it is straight forward to identify impacted Routing IDs, by simply consulting the routing table. In addition, flow control feedback for a BH RLC channel and Routing ID indicate different information to the parent node. The former tells the parent node which BH RLC channels to throttle, in order to avoid buffer overflow at the child node. On the other hand, the child node does not have any buffers associated to a particular Routing ID. Hence, feedback of flow control info per Routing ID is not associated with buffer overflow, but could be useful for the parent node to support local congestion avoidance strategies (e.g. local load balancing) [10].  As such, a more useful approach is to provide flow control feedback per Routing ID independently of the flow control feedback per BH RLC channel.
Proposal 3: The BAP layer shall provide DL HbH flow control feedback to a parent node per downstream Routing ID. This feedback is independent of, and in addition to, DL HbH flow control feedback per BH RLC channel.
2.2 BAP flow control information feedback
It was agreed in RAN2#107, that in order to enable DL HbH flow control, the receiving BAP entity should feedback IAB node buffer load information to the transmitting BAP entity in the parent node. The details of the IAB node buffer load information was left FFS. As a guideline to the type of information that would be useful to feedback, we can look to the NR user plane protocol 38.425, and particularly the DL Data Delivery Status DDDS reporting as a baseline, since the purpose of DDDS is to enable DL flow control on an end-to-end basis for F1.
Figure 5.5.2.2-1 below, taken from TS 38.425, illustrates the structure and content of the DDDS PDU. Observe that a DDDS PDU comprises several IEs that can be useful for DL flow control at the PDCP level. These include: the desired buffer size for the data radio bearer, the desired data rate, as well as information about PDCP PDUs that were lost during transmission, or successfully delivered to lower layers.
The BAP layer carries either IP/GTP-U encapsulated user plane packets, or IP/SCTP encapsulated CP packets. As such there may not be a suitable packet sequence number that could be used for reporting successful delivery or loss of specific packets. Furthermore, since both UP and CP packets may be encrypted between the donor CU and DU of the access IAB node, any packet sequence numbers may not be accessible to the BAP layer, even if present.
However, as it was already agreed that HbH flow control feedback would be provided at least per BH RLC channel feedback, it is conceivable this feedback could reference BH RLC sequence numbers (at least of AM RLC BH channels). For example, if an RLC PDU was successfully received by the IAB node, and delivered to the BAP layer, but then this RLC PDU was dropped in the BAP layer due to buffer overload, the BAP HbH flow control feedback could potentially report the corresponding RLC PDU sequence number(s) to the transmitting BAP entity.
The problem with this approach is that the reception of the same RLC PDU would be acknowledged to the transmitting RLC entity. Therefore, it is conceivable that the transmitting RLC entity could delete the acknowledged PDU, while the transmitting BAP entity could receive feedback that it had been dropped by the receiving BAP entity. Unlike the case of PDCP, it is not at all clear how the transmitting BAP entity could use information about lost or delivered RLC PDUs without a very cumbersome inter-layer tracking of the RLC sequence numbers for each BAP packet transmitted. Furthermore, not every BH RLC PDU need have a sequence number to begin with. As such, it seems that including information on specific delivered or lost packets from the BAP receiver to the BAP transmitter would not be very useful.
It is possible, and perhaps simpler, for the receiving BAP and BH RLC layers to keep track of and exchange information about packet drops in the BAP layer. For example, if a particular packet was received by the RLC layer and delivered to the receiving BAP entity, but then dropped due to a BAP buffer overflow, the receiving RLC layer itself could NACK the reception of the RLC PDU to the transmitting BH RLC entity. This could be done completely via IAB node implementation, and does not require any changes to the current spec.   
Proposal 4: BAP feedback for HbH flow control will not include information on the successful delivery or loss of specific BAP PDUs. 
Excluding this, what other IEs or information from the DDDS could be useful to consider for HbH BAP flow control? The desired buffer size and desired data rate would both be useful and appropriate to enable flow control. However, in the case of the HbH BAP flow control, the desired buffer size should reflect the desired buffer size for the BH RLC bearer, rather than the data radio bearer. 
Proposal 5: Per BH RLC channel BAP flow control feedback information shall include the desired buffer size for the ingress BH RLC channel, and the desired data rate over an appropriate measurement interval. 
In section 2.1, we discussed the value of providing BAP flow control feedback information per downstream Routing ID, in addition flow control feedback per BH RLC channel. The conclusion was that this flow control feedback should be independent of the per BH RLC channel feedback. As discussed in section 2.1, Routing ID is used for routing decisions at the IAB node, and hence the node does not maintain buffers for packets of a specific Routing ID. Hence, in this case it would not be appropriate to provide feedback on a “desired buffer size”. However, the IAB node may estimate an appropriate data rate per Routing ID. For example, this could be based on average throughput of egress BH links, list of Routing IDs mapped to each egress link in the routing table, aggregate volume of traffic per Routing ID, etc. Hence, the flow control to the parent node could include a “estimated” data rate per Routing ID, for example.
Proposal 6: Per Routing ID BAP flow control feedback information shall include an estimate of the aggregate data rate that can be provided by the child node for packets addressed to the Routing ID. No buffer size information shall be provided per Routing ID.
It might also be useful to include a cause value field to capture some indication of the reason for a buffer overflow if it occurs (e.g. egress link congestion, egress link RLF, etc.) RAN2 should discuss the need for a cause value in the BAP flow control feedback information.
Proposal 7: Whether to also include a cause value field as part of BAP flow control feedback is FFS.


 

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=1)
	Highest Transmitted NR PDCP SN Ind 
	Highest Delivered NR PDCP SN Ind
	Final Frame Ind.
	Lost Packet Report
	1

	Spare
	Data rate Ind.
	Retransmitted NR PDCP SN Ind
	Delivered Retransmitted NR PDCP SN Ind
	Cause Report
	1

	Desired buffer size for the data radio bearer
	4

	Desired Data Rate
	0 or 4

	Number of lost NR-U Sequence Number ranges reported
	0 or 1

	Start of lost NR-U Sequence Number range
	0 or (6* Number of reported lost NR-U SN ranges)

	End of lost NR-U Sequence Number range
	

	Highest successfully delivered NR PDCP Sequence Number
	0 or 3

	Highest transmitted NR PDCP Sequence Number
	0 or 3

	Cause Value
	0 or 1

	Successfully delivered retransmitted NR PDCP Sequence Number
	0 or 3

	Retransmitted NR PDCP Sequence Number
	0 or 3

	Padding
	0-3



Figure 5.5.2.2-1 (TS 38.425): DL DATA DELIVERY STATUS (PDU Type 1) Format
2. 3 BAP flow control triggering
In the case of the NR User Plane protocol, the node hosting the NR PDCP entity triggers the corresponding node to generate the DDDS in response to a Report polling bit that is set in a DL User Data PDU. Similarly, in the case of BAP HbH flow control, the transmitting BAP entity could trigger the receiving BAP entity to generate and report flow control feedback based on some control signal sent from the transmitting to the receiving BAP entity. This control signal could signaled by the transmitting BAP entity (e.g. in a dedicated control PDU), or could even take the form or a polling flag set in a data BAP PDU. Another option could simply be for the donor CU to configure the receiving BAP entity to generate and report HbH flow control information using CP signaling.
Proposal 8: The receiving BAP entity is triggered to generate and report HbH flow control information towards its corresponding transmitting BAP entity. The transmitting BAP entity can trigger the HbH flow control feedback via a control signal in a dedicated BAP control PDU or a polling flag carried in a data BAP PDU.
Proposal 9: Whether the donor CU can configure a receiving BAP entity to trigger HbH flow control reports using CP signaling is FFS.  
When triggered the receiving BAP entity will generate the HbH BAP flow control information and send it to the corresponding transmitting BAP entity. In general, this may not necessarily indicate any buffer overflow at the receiving BAP entity. Rather it more likely will simply indicate to the transmitting BAP entity the desired RLC buffer size, supported data rates, etc. It may also be useful to allow an overflow event at the receiving BAP entity to immediately trigger a HbH BAP flow control report towards the transmitting BAP entity. In such a report, one would expect the desired buffer size and desired data rate to be set to zero.
Proposal 10: RAN2 should discuss if event-based triggering of HbH BAP flow control reports are also needed.  
Conclusion
In this paper, we briefly discuss several remaining issues for IAB HbH flow control. We have the following observations and proposals:
Observation 1: Option 3) “UE id + UE bearer ID of buffered traffic” introduces considerable overhead for both BAP header, and flow control granularity, and goes against previous RAN2 agreements. On the other hand, there is no clear value to provide this granularity of information for HbH flow control feedback.
Observation 2: Clearly there is value in reporting flow control related feedback per Routing ID to the parent IAB node.
Observation 3: Option 2) “Routing IDs of buffered traffic” has several advantages but combining this information together with HbH flow control feedback per BH RLC channel would considerably increase complexity, suffer from high overhead, and does not provide clear value.

Proposal 1: RAN2 confirms that the BAP layer provides flow control feedback at the granularity of BH RLC channel (at least option 1 is supported in Rel. 16).
Proposal 2: RAN2 should not consider option 3 further.
Proposal 3: The BAP layer shall provide DL HbH flow control feedback to a parent node per downstream Routing ID. This feedback is independent of, and in addition to, DL HbH flow control feedback per BH RLC channel.
Proposal 4: BAP feedback for HbH flow control will not include information on the successful delivery or loss of specific BAP PDUs.
Proposal 5: Per BH RLC channel BAP flow control feedback information shall include the desired buffer size for the ingress BH RLC channel, and the desired data rate over an appropriate measurement interval.
[bookmark: _GoBack]Proposal 6: Per Routing ID BAP flow control feedback information shall include an estimate of the aggregate data rate that can be provided by the child node for packets addressed to the Routing ID. No buffer size information shall be provided per Routing ID.
Proposal 7: Whether to also include a cause value field as part of BAP flow control feedback is FFS.
Proposal 8: The receiving BAP entity is triggered to generate and report HbH flow control information towards its corresponding transmitting BAP entity. The transmitting BAP entity can trigger the HbH flow control feedback via a control signal in a dedicated BAP control PDU or a polling flag carried in a data BAP PDU.
Proposal 9: Whether the donor CU can configure a receiving BAP entity to trigger HbH flow control reports using CP signaling is FFS.
Proposal 10: RAN2 should discuss if event-based triggering of HbH BAP flow control reports are also needed.
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