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1 Introduction
In the RAN#82 meeting, a new WI for IAB [1] was agreed and specification of a flow control mechanism was considered as the objective for enhancement to L2 wireless transport. In the RAN2 #105 meeting [2], some initial agreements were achieved for both end-to-end and hop-by-hop flow control.

	· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

· In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS. 


And in the RAN2# 107 meeting [3], following agreements were further reached.
	· The UL end-to-end flow control is not supported in IAB network

· The DL hop-by-hop flow control is supported in IAB network. 

· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.

· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity

· BAP layer supports the DL hop-by-hop flow control and flow control feedback function

· It is FFS how to trigger the DL hop-by-hop flow control in IAB network


In this paper, some remaining issues for hop-by-hop flow control mechanism will be further discussed, including the comparison for flow control feedback options, buffer load information and trigger condition.

2 Discussion
Based on the agreements above, it was agreed to introduce a hop-by-hop flow control mechanism to address data congestion for downlink transmissions, where the IAB node may feedback some informations for flow control to its parent IAB node. Upon receiving the flow control related information, the parent IAB node will control the rate of downlink data transmission to the congested IAB node. For example in Figure 1, the IAB donor can forward UE1’s DL packet towards UE1 via IAB node 1, IAB node 2, and IAB node 3. Once the backhaul link between IAB node 2 and IAB node 3 suffers link congestion or impending congestion, IAB node 2 needs to report the status of this abnormal condition to its parent node (IAB node 1) which is responsible for executing flow control. Then IAB node1 can stop or reduce feeding new DL data to IAB node 2, until the abnormal condition has been alleviated.
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Figure 1. Example scenario of flow control for IAB network
Although the basic principles for DL hop-by-hop flow control mechanism was reached a consensus during last meeting, there are some remaining issues need to be furthered specified.
Flow control feedback options
In the RAN2 #107 meeting, IAB node buffer load and flow control granularity info were already agreed to be included in flow control feedback. During last meeting, some other following feedback options were concluded for flow control feedback information but didn’t have any new agreements.
0)
No information

1)
Implicit information: the BH RLC channel the feedback is sent on is the BH RLC channel for which packets are buffered
2)
Routing IDs of buffered traffic (covers congestion on next IAB link(s))

3)
UE id + UE bearer ID of buffered traffic (covers also UE access link congestion)

As for option 1, a feedback BAP control PDU is only for a specific BH RLC channel, then BH RLC channel ID doesn’t need to be included in the control PDU and can be implicitly indicated. Since additional 16 bits was extended for the LCID field, it need 17 bits to identify the BH RLC channel ID if the both legacy LCID and extended LCID can be used for backhaul link. Therefore, option 1 can reduce much overhead compared to the BAP control PDU which consists of several pairs of BH RLC channel ID and IAB node buffer load.
Observation 1: Option 1 can reduce much overheadcomparied to the BAP control PDU which consists of several pairs of BH RLC channel ID and IAB node buffer load.

For option 0, it can be considered as an enhanced solution for option 1. In option 0, feedback informaiton can be sent on the correspondingly BH RLC channel, and the IAB node buffer load can be replaced by only a-bit indication. Then parent IAB node can throttle the DL data rate for the BH RLC channel based on the indication. However, only based on the 1-bit indication, parent IAB node cannot determine the exact data rate and it may not make sense for reslove congestion with too high data rate or cannot maximize transmission efficiency with too low data rate.
Observation 2: For option 0, parent IAB node cannot determine the exact data rate based on the limited feedback.
For option 2, the granularities of routing ID and BH RLC channel are two separate decoupled issues.
BH RLC channel granularity was agreed as the baseline granularity of hop-by-hop flow control. In addition, as shown in the above figured, since the parent node (IAB node 1) does not have the information about the egress BH RLC channels (between IAB node 2 and IAB node 3), then the baseline granularity can be further restricted on the ingress BH RLC channel (between IAB node 1 and IAB node 2). 

However, two egress BH RLC channels, directed to IAB node 3 and IAB node 4 respectively, can be aggregated into the same ingress BH RLC channel for N:1 bearer mapping. Throttling the DL traffic towards the congested ingress BH RLC channel may not be accurate if only one of the egress BH RLC channels suffer congestion. As a candidate remedy for flow control feedback granularity, destination BAP address can be introduced as another supplementation on BH RLC channel. Since all the intermediate nodes can be aware of the destination BAP address, therefore the parent node could only throttle the DL traffic to the destination BAP address on the ingress BH RLC channel.
While for option 3, since UE ID and UE bearer ID may not be included in the BAP header, thus it will make additional standard impacts to realize this option. Besides, option 3 is the same to option 1 for 1-to-1 mapped traffic. Therefore, based on the analyses above, option 1 can be considered as proposed solution for flow control feedback.
Proposal 1:A flow control BAP control PDU only includes the feedback information of one BH RLC channel, which is sent on that specific BH RLC channel, i.e. BH RLC channel ID is not included in the BAP control PDU.

Buffer load information
In the RAN2 #107  meeting, buffer load was agreed to be the flow control feedback information, but there was no consensus on what did buffer load refer to, e.g. buffer size, desired buffer size or desired date rate. In the current BSR procedure, buffer size for one or more LCG(s) is reported to serving node for requesting uplink resources. However, different from BSR, the motivation of flow control is to alleviate date congestion in backhaul link, the existing buffer size buffered in the IAB node may not be sufficient. Besides, similar to DDDS mechanism, desired/remaining buffer size and desired data rate can be reused for parent IAB node to control the amount and rate of DL data transmission.
Proposal 2: DL hop-by-hop flow control feedback should include the desired buffer size and the desired data rate of per granularity.
	2.1.1.1 5.5.3.5
Desired buffer size for the data radio bearer
Description: This parameter indicates the desired buffer size in bytes for the concerned data radio bearer as specified in clause 5.4.2.1.

Value range: {0..232-1}.

Field length: 4 octets.

2.1.1.2 5.5.3.6
Desired Data Rate
Description: This parameter indicates the amount of data desired to be received in bytes in a specific amount of time (1 s) for a specific data radio bearer established for the UE as specified in clause 5.4.2.1.

Value range: {0..232-1}.

Field length: 4 octets.


According to the TS 38.425, both desired buffer size and desired data rate are in bytes and occupy 4 octets for each DRB. If flow control feedback also adopts 4 octets or 8 octets length for each BH RLC channel, it may cost too much bit expense due to the extension of the backhaul LCH space, i.e. (4+4)*Num_of_BH_RLC_channel bytes. As a candidate solution, desired buffer size or desired data rate can be mapped to an index with shorter field length to reduce the size of the control PDU, where each index denotes a range of desired buffer size or desired data rate. Another way is to use multiple bytes as the unit of buffer size information (e.g. 10 bytes).
Proposal 3: RAN2 discusses the unit and value range of the buffer load information, in order to reduce the size of flow control feedback.
Trigger condition
Several possible trigger condition options were present in the email discussion, as following:

a) Queuing delay threshold

b) Buffer size threshold

c) Up to congested IAB node implementation
d) Others

Based on the agreements, BAP was used to convey HbH flow control feedback information, then the time when to generate the BAP control PDU need to be specified. For the timer based option, i.e option a, periodic reporting for flow control may not be needed since only when the IAB node suffers (impending) congestion it needs to provide the feedback to the parent node to throttle the corresponding DL traffic. Therefore, event trigger based reporting is more reasonable for this motivation. In addition, downstream buffer load (e.g. desired buffer size) is agreed as the feedback information, and it is straightforward to use the buffer load as threshold to trigger the feedback. And only the RLC channel for which the downlink buffer load is above the configured threshold needs to be reported. 
Similar to the RLC layer status report and the DDDS mechanism, polling based feedback can be also considered as another candidate trigger condition.
Proposal 4: Event trigger based reporting (e.g. when buffer load is above the configured threshold) or polling can be considered as candidate trigger conditions for DL HbH flow control.

3 Conclusion and Proposals
In this contribution we further discuss hop-by-hop mechanisms for IAB downlink. And we make the following observations and proposals:
Observation 1: Option 1 can reduce much overheadcomparied to the BAP control PDU which consists of several pairs of BH RLC channel ID and IAB node buffer load.

Observation 2: For option 0, parent IAB node cannot determine the exact data rate based on the limited feedback.

Proposal 1: A flow control BAP control PDU only includes the feedback information of one BH RLC channel, which is sent on that specific BH RLC channel, i.e. BH RLC channel ID is not included in the BAP control PDU.

Proposal 2: DL hop-by-hop flow control feedback should include the desired buffer size and the desired data rate of per granularity.
Proposal 3: RAN2 discusses the unit and value range of the buffer load information, in order to reduce the size of flow control feedback.

Proposal 4: Event trigger based reporting (e.g. when buffer load is above the configured threshold) or polling can be considered as candidate trigger conditions for DL HbH flow control.
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