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Introduction

In IAB network, UL data sent by an IAB node may suffer larger scheduling delay. Considering the multi-hop nature of IAB network, the delays are likely to accumulate with the number of hops. During RAN2 #107 meeting, it was agreed that:

	Will have “preemptive” BSR. 

R2 assumes that any new triggering rules are only introduced for pre-emptive BSR, i.e. SR triggering is then governed by NR Rel-15 baseline (pre-emptive BSR = regular BSR from SR triggering point of view).

R2 assumes that Both types of triggers for pre-emptive BSR that were discussed (1. based on UL grants provided to child nodes and/or UEs, and 2. based on BSRs from child nodes or UEs) can be supported for IAB Rel-16 operation. FFS what details need to be specified. 


Pre-emptive BSR was further discussed in RAN2 #107bis meeting, and the chairman suggested the following way forward.
	- 
We will differentiate in BSR available data (as today) and expected data.

- 
Associating a LCH with pre-emptive BSR is left to implementation, unless issues are identified requiring normative solutions.

- 
FFS if SR and BSR generated by a MAC entity need or can only be reported to the parent node where the peer of that MAC entity resides.

-
On Triggering of pre-emptive BSR, can capture some text similar to the current agreements, in stage-3/2.

-
Exact timing etc is up to implementation.  


In this contribution, we analyze the potential issues about reducing UL scheduling latency through pre-emptive BSR and give our considerations on these issues.  

Discussion

Request of uplink resources at each hop and UL data transmission are shown in Figure 1 [1]. As we can see, this process may increase the end-to-end latency to a level not acceptable for certain bearers. The underlying reason for these delays is that the MT part of an IAB-node can only request uplink resources after it actually receives the UL data to be transmitted. To address this, it was agreed that pre-emptive BSR mechanism shall be used to mitigate the end-to-end delay, where the IAB-node can request the uplink resource prior to actual data reception from its child IAB node or access UE. 
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Figure 1  Uplink Delays in IAB Network
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Figure 2  IAB topology
Figure 2 shows an example of IAB network. The IAB node3 serves 2 child nodes and 2 UEs. For child node 1, suppose the LCG to report BSR has the highest priority, and the data volume reported by child node 1 includes the actual data volume and expected data volume. According to the scheduling strategy, IAB node3 DU may firstly allocate resources to child node 1 as the LCG of the received BSR has the highest priority. If the available resources at the IAB node3 DU are not enough to satisfy the requirement of all the child nodes and UEs, less resources or even no resource is left for the other child nodes or UEs whose BSR associates to low priority LCG. However, if the IAB node3 DU can distinguish the actual and expected data volume, it can apply different scheduling priorities for them. For example, IAB node3 DU prioritizes the resource request of the actual data and allocates less resources to the expected data. In this case, more child nodes or UEs can obtain the resources as they want. In addition, the resource waste caused by the UL grant allocated before the data actually arrives can be reduced. In order for IAB node to differentiate the actual data volume from the expected data volume, it is suggested to use new BSR MAC CE. The new BSR MAC CE may have the same format as normal BSR MAC CE, and it only reports the expected data volume. A new LCID should be defined to identify the new BSR MAC CE.
Observation 1: It is beneficial for the IAB node to differentiate between already buffered data and data expected to arrive at the child node. Then it can apply different scheduling priorities for them.
Proposal 1: It is suggested to define new BSR MAC CE to assist IAB node to distinguish the actual data volume from the expected data volume.

In IAB network, multi-connectivity or route redundancy is supported for back-up purposes, as shown in Figure 3. It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing, reliability, etc. For a multi-connected IAB node, it has two MAC entities corresponding to the two parent nodes. It is not clear which MAC entity of the MT is to be selected to generate the pre-emptive BSR based on the BSR from downstream nodes. The data packets received from the downstream MT/UE may be transmitted through different egress links and corresponding MAC entity. Which egress link and MAC entity is used depends on the routing table and BAP routing ID carried in the data packet. It is impossible for the IAB node to determine the egress link only based on the received BSR, which has no indication of the BAP routing ID of the incoming data packet. Correspondingly, it is hard for the IAB node to decide which egress link and MAC entity to generate the pre-emptive BSR at IAB node MT part. Thus, it is suggested that the pre-emptive BSR is not applied to multi-connected IAB node.
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Figure 3  An example of multi-connectivity IAB network topology 
Observation 2: For IAB node with dual connectivity, the data packets from one ingress BH RLC channel may be associated with different BAP routing ID and thus correspond to different egress link and MAC entity. Only when the data packets arrive at IAB node can the IAB node determine the egress link, egress BH RLC channel and MAC entity properly.

Observation 3: Since the BSR from child IAB node does not provide BAP routing ID information, IAB node cannot figure out which egress link and MAC entity shall be used to generate and report the pre-emptive BSR.

Proposal 2: It is suggested that the pre-emptive BSR is not applied to multi-connected IAB node. 
Conclusion

In this contribution, we analyzed low latency scheduling in multi-hop IAB network. Based on the discussion, we have the following observation and proposals:

Observation 1: It is beneficial for the IAB node to differentiate between already buffered data and data expected to arrive at the child node. Then it can apply different scheduling priorities for them.
Observation 2: For IAB node with dual connectivity, the data packets from one ingress BH RLC channel may be associated with different BAP routing ID and thus correspond to different egress link and MAC entity. Only when the data packets arrive at IAB node can the IAB node determine the egress link, egress BH RLC channel and MAC entity properly.

Observation 3: Since the BSR from child IAB node does not provide BAP routing ID information, IAB node cannot figure out which egress link and MAC entity shall be used to generate and report the pre-emptive BSR.

Proposal 1: It is suggested to define new BSR MAC CE to assist IAB node to distinguish the actual data volume from the expected data volume.

Proposal 2: It is suggested that the pre-emptive BSR is not applied to multi-connected IAB node. 
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