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Introduction

During RAN2#107bis meeting, the following agreements have been achieved on IAB routing:
Agreements:

Routing ID is 13bits

There is a C/D bit

    Length of the BAP address and BAP path ID sub-fields of the BAP routing ID to be fixed/predefined 

For the DL, BAP address is 10bits and BAP path ID is 3bits

For the UL, BAP address is FFS bits and BAP path ID is FFS bits 

R2 expects that there will be no restrictions in the TS to restrict configuration of routing ID and its components. The network has to ensure that e.g. there is no path confusion. 
On the other hand, the IAB routing and bearer mapping configuration were also discussed in RAN3 and the following agreements were reached.

Agreements:

  UL mapping is to configure mapping between GTP-U FTEID (IP address + TEID) and egress backhaul RRC channel.

WA: we support one-step UL mapping (for F1-U and F1-C)

  In the DL, for BAP path id derivation on the donor DU, IP address, IPv6 flow level and/or DS/DSCP can be used; all of these fields are optional in F1AP message to configure routing.
In this contribution,  we will have some further discussion on routing in IAB network.  

Discussion

2.1 Design of UL Route ID

It has been agreed in the last meeting that “the route ID is 13bits”, and “for the DL, BAP address is 10bits and BAP path ID is 3bits”. 

For the UL, because the number of donor DUs in a IAB network is small, it is not necessary to provide a 10-bit BAP address. In addition, there’s much more paths to a same donor DU in the UL, and each of them should have a unique path ID. Otherwise, path confusion could happen. For example in Fig.1, if path C-E-F-DU1 and path D-E-G-DU1 use a same path ID, the intermediate node E would not be able to differentiate the two paths since they have the same destination node DU1 and same path ID. Hence, the path ID in the UL should have a  larger size than 3 bits. 
Proposal 1: For the UL, BAP address is 5 bits and BAP path ID is 8 bits. 
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Figure-1: An example of IAB network topology
2.2 Load balance by routing

When multiple paths exist between an IAB node and destination node, different route selection could lead to different load distribution in the IAB network. Hence, a suitable path should be selected for data traffic to achieve load balance. Load balance could be realized by careful routing path selection configuration at donor CU, which may take into account the load of each IAB node. 
Proposal 2: Load balance could be realized by route path selection configuration at donor CU according to the load of each IAB node. 

In TS 38.473, only a single bit is used to indicate the overload status of DU in the GNB-DU STATUS INDICATION message. Such kind of load information is not enough for load-balance route configuration. More detailed load information should be reported from IAB node to donor CU by F1AP signaling. For example, the information on the usage of radio resource, or UL/DL available capacity as percentage of total cell capacity could be reported. 

Proposal 3: Detailed load information such as the information on the usage of radio resource should be reported from IAB node to donor CU by F1AP signaling to assist the load balanced routing configuration.  
When donor CU decides to setup a new DRB for UE or MT, it could select a routing path for it based on the load information of each IAB node. Then, donor CU could perform routing selection configuration for that new DRB. In UL, the routing selection information could be configured at the MT part in the BAP entity of the access IAB node. It could be a mapping entry between UE bearer and BAP routing ID for user-plane traffic. In last RAN3 meeting, it has been agreed that UL bearer mapping is to configure mapping between GTP-U FTEID (IP address + TEID) and egress backhaul RRC channel and one step bearer mapping was agreed as working assumption. Hence, it is natural to consider the one step mapping approach for routing selection. For example, a routing selection mapping between UE bearer (identified by destination IP address and UL GTP-TEID) and BAP routing ID could be configured at access IAB node MT for UL F1-U traffic. 
Proposal 4: For UL F1-U traffic, a routing selection mapping between UE bearer (identified by destination IP address and UL GTP-TEID) and BAP routing ID could be configured at access IAB node MT. 
Besides F1-U traffic, F1-C traffic and non-F1 traffic should also be considered in routing selection configuration. For the UL F1-C traffic, donor CU might configure the access IAB node MT with a list of F1-C types that could be mapped to a specific BAP routing ID. F1-C type may be one of the following: non UE associated F1AP signaling, UE associated F1AP signaling. Upon receiving a UL F1-C signaling, access IAB node could determine the F1-C type and then associate this signaling with the BAP routing ID based on the F1-C type to BAP routing ID mapping configuration.  
Proposal 5: For UL F1-C traffic, donor CU could configure the access IAB node MT with a list of F1-C types that could be mapped to BAP routing ID. The F1-C type could be non UE associated and UE associated.  
While for non-F1 traffic, it is hard for the donor CU to pre-configure the BH RLC channels specific to the non-F1 traffic with different QoS requirement. Besides, donor CU may be not aware of the destination IP address of non-F1 traffic. Based on these observations, it is suggested that a default BAP routing ID is configured at access IAB node or donor DU and a default egress BH RLC channel is configured on each egress link. In this way, the non-F1 traffic could be delivered by the default routing path.  
Proposal 6: For UL non-F1 traffic, it is suggested that a default BAP routing ID is configured at access IAB node.  
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Figure-2: BH routes for different DRBs
On the other hand, because IAB node does not have the load information of all the other IAB nodes, it is not suitable to support local selection in general case if taking the consideration of load balance. For example, an IAB node may select a path in its local selection due to the better channel quality. However, the selected path may have some problem in the remote hops. As shown in Fig.2, IAB node E may distribute traffic to Path 1 in its local selection without the knowledge that the Path 1 is congested at the hop from the intermediate IAB node F to donor DU1. This would lead to a worse situation in terms of load balance. Hence, local selection should not be performed for load balance in general case except RLF. 
Proposal 7:  No local selection for load balance in general case except RLF. 
 Conclusion

In this contribution, we discussed the routing design in multi-hop IAB network. And we have the following proposals:

 Proposal 1: For the UL, BAP address is 5 bits and BAP path ID is 8 bits. 
Proposal 2: Load balance could be realized by route path selection configuration at donor CU according to the load of each IAB node. 

Proposal 3: Detailed load information such as the information on the usage of radio resource should be reported from IAB node to donor CU by F1AP signaling to assist the load balanced routing configuration.  
Proposal 4: For UL F1-U traffic, a routing selection mapping between UE bearer (identified by destination IP address and UL GTP-TEID) and BAP routing ID could be configured at access IAB node MT. 
Proposal 5: For UL F1-C traffic, donor CU could configure the access IAB node MT with a list of F1-C types that could be mapped to BAP routing ID. The F1-C type could be non UE associated and UE associated.  
Proposal 6: For UL non-F1 traffic, it is suggested that a default BAP routing ID is configured at access IAB node.  
Proposal 7:  No local selection for load balance in general case except RLF. 
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