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1 Background
In the RAN2#105bis meeting, the following agreement was achieved for UL scheduling latency reduction [1]:
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In RAN2#106, it was agreed to have an e-mail discussion on low-latency scheduling enhancements for IAB [106#46], in order to pave the way for further on-line agreements. The report from this e-mail discussion was captured in [2], and was partially discussed in RAN2#107. The following preliminary agreements were reached in RAN2#107 [3]:
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The report of the e-mail discussion [2] was further discussed in RAN2#107bis. However, it proved very difficult to reach consensus in RAN2#107bis on further aspects related to pre-emptive BSR. As a result, only the following was agreed in addition to what had already been agreed in RAN2#107 [4]:
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In this paper, we discuss the WF proposed by the chairman in RAN2#107bis. We further elaborate some remaining issues and propose how these can be addressed without introducing significant complexity to either the spec or implementation.

2 Way Forward on Pre-emptive BSR
As mentioned in the introduction, the discussion in RAN2#107bis did not result in significant progress for pre-emptive BSR. It was clear from the discussion that consensus on pre-emptive BSR would only be achieved if the specification impact is kept to a bare minimum. As a compromise, the RAN2 chairman proposed a possible way forward on pre-emptive BSR as follows:
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The merits of the proposed way forward, and potential impact to the spec are discussed in a separate contribution, co-sourced by many companies [5]. As such, there is no need to repeat these arguments here. However, a few additional comments/observations may be beneficial: First, it is useful to note that the WF proposes to differentiate the information provided by the current BSR (available data volume) from the (expected data volume) to be reported by the pre-emptive BSR. Furthermore, RAN2 is not expected to specify any specific behavior of an IAB node that receives a pre-emptive BSR. Therefore, support of pre-emptive BSR by the parent IAB node or donor is left completely up to implementation and does not impose any normative requirements on these network nodes. In other words, the parent node may use the additional information provided by the pre-emptive BSR for scheduling of uplink grants to a child node, or it may choose to forgo this information if so desired.

Observation 1: The WF proposed by the RAN2 chairman in RAN2#107bis does not limit the implementation of a network node (IAB node or IAB donor). It is completely up to network implementation to choose when and how to make use of the info provided by a pre-emptive BSR, if at all. 
Therefore, in order to progress this topic, we propose that RAN2 first agree the WF proposed by the RAN2 chairman in RAN2#107bis:
Proposal 1: RAN2 confirms the WF on pre-emptive BSR proposed by the RAN2 chairman in RAN2#107bis.

The available data volume (buffer size) reported by a normal BSR is clearly different than the expected data volume reported by a pre-emptive BSR. In the former case, the buffer size reported is an accurate reflection of the volume of data that is present in the egress BH link buffers of the IAB node MT. Whereas, in the latter case, the info reported is an “estimate” of the volume of data that may arrive in the egress BH link buffers at some future time. Thus, it is important that a parent IAB node be able to differentiate between data actually available at the child node, and the data expected (but not yet available) at the child node. Hence, the first proposal of the WF is to differentiate these two types of reports. 
Observation 2: A pre-emptive BSR should enable the parent IAB node to clearly differentiate the volume of data currently available at the child node’s buffers from the data volume estimated to arrive in the future.
One approach to achieve this would be to define a new MAC CE specifically for pre-emptive BSRs, reporting only expected buffer status information. Another approach may be to define a new MAC CE, in which both normal (actual) and pre-emptive (expected) buffer status information can be reported to the parent node, while still differentiating between actual and expected data volumes. However, the last proposal of the WF states that the exact timing of the pre-emptive BSR will not be specified (left to implementation). As the MAC spec clearly defines the triggering conditions for a normal BSR, it seems difficult to leave the timing to implementation if we introduce a new MAC CE that combines both type of buffer status reports. Furthermore, if we only report the expected data volume in the pre-emptive BSR, then it is possible to reuse the existing BSR MAC CE format, and simply define (or assign) a separate LCH ID to differentiate a pre-emptive BSR MAC CE. 
Proposal 2: The pre-emptive BSR is defined as a new MAC CE. The pre-emptive BSR MAC CE reuses the format of a normal MAC CE and is differentiated via LCID value.
3 Remaining issues for Pre-emptive BSR

3.1 Ambiguity of egress LCH data volume estimates
With N-to-1 bearer mapping, an IAB node will aggregate data from multiple UEs that it serves, and potentially along with data of multiple of its child IAB nodes into a single BH RLC channel towards a parent node. However, the parent can only provide grants for the egress BH link, and not any of the ingress BH links. Therefore, a pre-emptive BSR should report expected data corresponding to the LCGs of the upstream egress BH link, rather than LCGs of an ingress BH link or access link towards a UE served by the IAB node. 

Observation 3: The parent node provides grants for the egress BH link. A pre-emptive BSR should report expected data corresponding to the LCGs of the upstream egress BH link, and not the LCGs of any particular ingress BH or access link.
In order to trigger a normal BSR, the MAC must first be aware of the corresponding logical channel for which data is available. In the case of pre-emptive BSR the data has not yet arrived at the IAB node, and so it is clearly not possible for the IAB node to know what volume of data to estimate for each egress logical channel. However, the IAB node does know the volume of data corresponding to LCGs of the ingress BH link(s). A simple approach to avoid ambiguity of the expected data volume reported by pre-emptive BSR for egress BH link LCGs, is to map ingress link LCGs directly to egress link LCGs in the case of pre-emptive BSR. In other words, for the purposes of generating pre-emptive BSRs, an LCG of an ingress link is mapped to a specific LCG of an egress BH link. Thus when forming the pre-emptive BSR, the IAB does not need to first estimate the volume of data for each ingress LCH (ingress RLC channel) from the reported BSR, then map these ingress RLC channels to egress RLC channels, and finally estimate the data volume for corresponding egress LCGs. 
The mapping of ingress link LCGs to egress link LCGs can be configured to the IAB node.
Proposal 3: In order to remove ambiguity of pre-emptive BSR data volume, an ingress link LCG is mapped to an egress BH link LCG. The mapping of ingress link LCGs to egress link LCGs is configured to the IAB node.
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Figure 1: Mapping of ingress to egress LCGs for pre-emptive BSR

Figure 1 illustrates mapping of ingress to egress LCGs for pre-emptive BSR reporting. In this illustration IAB nodes 0 & 1 are both child nodes of IAB node 2. Without loss of generality, we have assumed that the DU of IAB node 2 receives normal BSR reports from both IAB node 0 and IAB node 1. IAB node 0 reports a normal BSR that includes a buffer status report for LCGi of the corresponding BH Link (IL0). Similarly, IAB node 1 reports a normal BSR that includes a buffer status report for LCGj of the corresponding BH Link (IL1).

IAB node 2 has been configured with a mapping from ingress to egress LCGs. According to this configured mapping, LCGi of ingress link IL0 maps to LCGk of the egress BH link EL3. Similarly, LCGj of ingress link IL1 is mapped to LCGp of the same egress BH link EL3. Finally, a pre-emptive BSR is generated and reported on egress BH link EL3 towards IAB node 3 (the parent node of IAB node 2). This pre-emptive BSR reports the estimated data volumes for both LCGk and LCGp.
Note that LCGj may be the same LCG, or a different LCG, than LCGk. In other words, IL0: LCGi and IL1: LCGj may map to the same egress LCG or different egress LCGs, according to the configuration of IAB node 2. If for example, IL0: LCGi and IL1: LCGj both map to EL3: LCGk, then the estimated data volume of LCGk reported in the pre-emptive BSR would aggregate the buffer sizes of IL0: LCGi and IL1: LCGj reported by the normal BSRs on the ingress links. Additionally, LCGk and/or LCGp may aggregate reported buffer size from other LCGs of other ingress links, based on the corresponding configurations. 
3.2 Pre-emptive BSR for multi-connected IAB node
Another key issue that needs to be resolved is how to support pre-emptive BSR in case the IAB node is multi or dual connected. Again, the concern is that until the data actually arrives at the IAB node from its child node, there is no way to determine how the data will be routed. Hence, there is ambiguity as to how to estimate the volume of data that needs to be reported by a pre-emptive BSR towards a parent node on each egress link. 
One possible way to address this issue could be for the child IAB node to take into account BAP routing information when generating a normal BSR towards its parent. However, this would require changes to how MAC generates a normal BSR, and would imply further interactions between BAP and MAC at the child node’s MT.

Another approach, which achieves a similar result, is to map upstream data to different BH RLC channels based on BAP routing ID. Different BH RLC channels can then be mapped to different LCGs on the BH link between the child node and its parent node. Thus, the data volume expected to be delivered by different egress BH channels at the parent node, can be differentiated in the BSR it receives from its child node.
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Figure 2: Differentiated pre-emptive BSR reporting for dual connected IAB node

Figure 2 illustrates an example of differentiated pre-emptive BSR reporting for a dual connected IAB node. Here IAB node 1 has only one parent node (IAB node 2). However, IAB node 2 is dual connected to two parent nodes (IAB node 3 and IAB node 4). Between IAB node 1 and IAB node 2, all data is routed over a single BH link. At IAB node 2 some data is routed towards the parent IAB node 3 (e.g. addressed to BAP ID3), while other data is routed towards parent IAB node 4 (e.g. addressed to BAP ID4).
Even though BAP ID3 and BAP ID4 both route to the same BH link between IAB node 1 and its parent (IAB node2), the BAP ID is taken into account at BAP of IAB node 1 when performing mapping to egress BH RLC channels. Thus, data from the same ingress RLC channel (RLC Ch0) can be mapped by the BAP layer of IAB node 1 to different egress RLC channels (RLC Ch1 or RLC Ch2) depending on the packet’s BAP ID. Both RLC channels 1 and 2 may have similar QoS treatment on the BH link between IAB node 1 and IAB node 2 (similar treatment by the scheduler). However, by defining these two BH RLC channels, that in turn map to separate LCHs (LCH5 and LCH7 in this example), it is possible to map their respective data volumes to different LCGs (LCGi and LCGj in this example), and report the corresponding buffer sizes separately to parent IAB node (IAB node 2). At IAB node 2, these different ingress link LCGs are mapped to LCGs on separate egress BH links. In the example of figure 2, LCGi of ingress link IL1 is mapped to LCGk of egress link EL3. Whereas, LCGj of ingress link IL1 is mapped to LCGp of egress link EL4. Therefore, the MAC entity of each egress BH link at IAB node 2 can trigger and generate a pre-emptive BSR toward the peer MAC entity of its parent node, independently of the MAC entity of the other egress BH link.
Proposal 4: The BAP ID (BAP address & Path ID) can be used as input for bearer mapping to egress RLC channels in the BAP layer.

Proposal 5: For a multi-connected IAB node, pre-emptive BSRs (and corresponding SR if needed) are generated by the MAC entity of each BH link independently. The pre-emptive BSR is only reported to the parent node where the peer of that MAC entity resides.
Since the mappings in this approach are completely based on configuration, there is a great deal of flexibility in how an operator may choose to utilize the pre-emptive BSR capability. For example, there is no requirement that pre-emptive BSR must differentiate the estimated data volumes reported to different parent nodes. 
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Figure 3: undifferentiated pre-emptive BSR reporting for dual connected IAB node

Figure 3 illustrates another option, where the operator has chosen not to differentiate the reporting of estimated data volume to the different parent nodes of IAB node 2. In this example, pre-emptive BSRs are still generated independently by each MAC entity towards its parent IAB node. However, IAB node2 has been configured such that it reports the same information in the pre-emptive BSR to both its parent nodes. Although this may result in over allocation of BH link resources by the parent nodes, and hence possible resource wastage, it was already agreed that RAN2 would not define any normative solution to address this issue. Furthermore, since it is completely up to network node implementation how to utilize the data volume estimates reported by a pre-emptive BSR (if at all), we should not assume that BH link resources would necessarily be wasted. In addition, an operator may choose to configure different approaches to pre-BSR reporting for different BH RLC channels, according to their specific requirements and deployment scenarios.
Observation 4: differentiated reporting of estimated data volume for multi-connectivity, enables the operator to configure different approaches to pre-BSR reporting for different BH RLC channels, according to their specific requirements and deployment scenarios.
4 Conclusion and Proposals
In this paper, we discussed the WF proposed by the chairman in RAN2#107bis. We also elaborated some remaining issues and proposed how these can be addressed without introducing significant complexity to either the spec or network implementation.
We have the following observations and proposals:

Observation 1: The WF proposed by the RAN2 chairman in RAN2#107bis does not limit the implementation of a network node (IAB node or IAB donor). It is completely up to network implementation to choose when and how to make use of the info provided by a pre-emptive BSR, if at all.

Observation 2: A pre-emptive BSR should enable the parent IAB node to clearly differentiate the volume of data currently available at the child node’s buffers from the data volume estimated to arrive in the future.

Observation 3: The parent node provides grants for the egress BH link. A pre-emptive BSR should report expected data corresponding to the LCGs of the upstream egress BH link, and not the LCGs of any particular ingress BH or access link.

Observation 4: differentiated reporting of estimated data volume for multi-connectivity, enables the operator to configure different approaches to pre-BSR reporting for different BH RLC channels, according to their specific requirements and deployment scenarios.
Proposal 1: RAN2 confirms the WF on pre-emptive BSR proposed by the RAN2 chairman in RAN2#107bis.
Proposal 2: The pre-emptive BSR is defined as a new MAC CE. The pre-emptive BSR MAC CE reuses the format of a normal MAC CE and is differentiated via LCID value.

Proposal 3: In order to remove ambiguity of pre-emptive BSR data volume, an ingress link LCG is mapped to an egress BH link LCG. The mapping of ingress link LCGs to egress link LCGs is configured to the IAB node.

Proposal 4: The BAP ID (BAP address & Path ID) can be used as input for bearer mapping to egress RLC channels in the BAP layer.

Proposal 5: For a multi-connected IAB node, pre-emptive BSRs (and corresponding SR if needed) are generated by the MAC entity of each BH link independently. The pre-emptive BSR is only reported to the parent node where the peer of that MAC entity resides. 
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One method by which the IAB-node can reduce UL scheduling latency is through signalling of SR and/or BSR to its parent node, e.g., based on UL grants provided to child nodes and/or UEs, or based on SRs and/or BSRs from a child nodes or UEs.





Will have “preemptive” BSR. 


 R2 assumes that any new triggering rules are only introduced for pre-emptive BSR, i.e. SR triggering is then governed by NR Rel-15 baseline (pre-emptive BSR = regular BSR from SR triggering point of view).


 R2 assumes that Both types of triggers for pre-emptive BSR that were discussed (1. based on UL grants provided to child nodes and/or UEs, and 2. based on BSRs from child nodes or UEs) can be supported for IAB Rel-16 operation. FFS what details need to be specified.





RAN2 will not specify any normative solution to the perceived issue of possible resource wastage due to introduction of pre-emptive BSR.


Confirmation that this is the expected enhanced behavior: Following the reception by the second (parent) node of a BSR from a first (child) node, resources may be requested from the third node (parent of second node) before actual data arrives from the first node





- 	We will differentiate in BSR available data (as today) and expected data.


- 	Associating a LCH with pre-emptive BSR is left to implementation, unless issues are identified requiring normative solutions.


- 	FFS if SR and BSR generated by a MAC entity need or can only be reported to the parent node where the peer of that MAC entity resides.


-	On Triggering of pre-emptive BSR, can capture some text similar to the current agreements, in stage-3/2.


-	Exact timing etc is up to implementation.  









1/4



IAB node2
MT part
IAB node3 (parent 1)
Egress Link EL3:
Pre-emptive BSR (LCGk data volume, ...)
IAB node1
(child)
Data volume Reporting
(internal to IAB node)
IAB node2
DU part
LCG Mapping: 
IL1:LCGi → EL3:LCGk IL1:LCGi → EL4:LCGp
Trigger and generate  Pre-emptive BSR for EL3
Ingress Link IL1:
Normal BSR (LCGi buffer size,...)
IAB node4 (parent2)
Egress Link EL4:
Pre-emptive BSR (LCGp data volume, ...)
Trigger and generate  Pre-emptive BSR for EL4
BH RLC Mapping (BAP): 
Ingress RLC Ch0:BAP IDx  → Egress RLC Ch1
LCH to LCG Mapping (MAC): 
LCH5 → LCGi
Mapping egress RLC channel to LCH: 
RLC Ch1  →  LCH5




IAB node2
MT part
IAB node3 (parent)
Egress Link EL3:
Pre-emptive BSR (LCGk data volume, LCGp data volume)
IAB node0
(child)
IAB node1
(child)
Ingress Link IL0:
Normal BSR (LCGi buffer size,..)
Data volume Reporting
(internal to IAB node)
IAB node2
DU part
LCG Mapping: 
IL0:LCGi → EL2:LCGk IL1:LCGj → EL2:LCGp
Trigger and generate  Pre-emptive BSR
Ingress Link IL1:
Normal BSR (LCGj buffer size,..)




IAB node2
MT part
IAB node3 (parent 1)
Egress Link EL3:
Pre-emptive BSR (LCGk data volume, ...)
IAB node1
(child)
Data volume Reporting
(internal to IAB node)
IAB node2
DU part
LCG Mapping: 
IL1:LCGi → EL3:LCGk IL1:LCGj → EL4:LCGp
Trigger and generate  Pre-emptive BSR for EL3
Ingress Link IL1:
Normal BSR (LCGi buffer size, LCGj buffer size,...)
IAB node4 (parent2)
Egress Link EL4:
Pre-emptive BSR (LCGp data volume, ...)
Trigger and generate  Pre-emptive BSR for EL4
BH RLC Mapping (BAP): 
Ingress RLC Ch0:BAP ID3  → Egress RLC Ch1
Ingress RLC Ch0:BAP ID4  → Egress RLC Ch2
LCH to LCG Mapping (MAC): 
LCH5 → LCGi
LCH7 → LCGj
Mapping egress RLC channel to LCH: 
RLC Ch1  →  LCH5
RLC Ch2  →  LCH7



