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Introduction
Procedures for handling backhaul RLF scenarios were discussed in R2-107bis and the following were agreed (summarized from chairman notes):
· Mechanisms/procedures for backhaul RLF handling at IAB node are same as UE’s RLF handling
· Separate RLF detection for MCG and SCG links; existing procedures are used for MCG link and SCG link failure handling and for failure recovery.
· An IAB node not configured with DC initiates RRC reestablishment when it receives backhaul recovery failure notification.
· An IAB node configured with DC uses either MCG or SCG failure report if one of the links fails (i.e., if a backhaul recovery failure notification is received for one of the links), and uses RRC reestablishment if both links fail (i.e., if backhaul RLF notification is received for both links). 
· A recovery failure notification is triggered when RRC reestablishment has failed at an IAB node (FFS whether this needs to be specified).
· The BAP layer is used to transmit the backhaul recovery failure notification.
Thus, the backhaul RLF notification is used to ensure that descendant nodes that have no accessible backhaul paths to the IAB donor perform reestablishment. In this contribution we consider some further issues related to backhaul recovery procedure including the issue of recovery delay.
Discussion
Contents and format of backhaul recovery failure notification
Given that the backhaul recovery failure indication and the indication of RLF are both not specific to traffic of a particular user, it would be natural to treat these as control PDUs of the BAP layer.
Proposal 1: The backhaul recovery failure indication is carried in a BAP layer control PDU.
Next, we consider the information to be included in the backhaul recovery failure indication. Timely recovery depends on the choice of candidate parent nodes. If the IAB node chooses the parent node from which it received the recovery failure indication for reestablishment, recovery will fail. Similarly if the IAB node chooses for reestablishment an ancestor node that itself has experienced RLF or has received a recovery failure indication, recovery will fail. 
Observation: Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Below we refer to a node that has experienced RLF or has received a recovery failure indication as a failed node. The following options can be considered:
1. An IAB node that transmits a recovery failure indication also bars access so that descendant nodes do not consider it as a candidate for reestablishment.
2. The recovery failure indication also includes information about ancestor nodes (such as PCID) that have failed, so that descendant nodes do not consider such nodes for reestablishment.
The first option above requires the IAB node to be able to locally modify system information (as opposed to the IAB node just transmitting the system information blocks provided by the CU). However, if the IAB node has such capability, it is a simpler option. The second option, in addition to not requiring local modification of system information, may also enable quicker reestablishment since descendant IAB nodes do not need to acquire system information of the failed nodes. 
Proposal 2: RAN2 should discuss the following options for ensuring that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information to bar access; or
· The recovery failure indication also includes information about ancestor nodes that have failed.
The purpose of the backhaul recovery failure indication is to cause descendant nodes to attach to alternate parents. The descendant nodes should process the indication and attach to a parent that has not experienced recovery failure.
[bookmark: _GoBack]Recovery Delay
While the recovery failure indication can enable the descendant nodes to initiate the search for alternate parents, it should be noted that at each step through the network there are significant delays. The node experiencing RLF first tries to recover its connection. This involves first trying to recover the link to the same parent, and if that fails attempting to recover on one or more alternate parents. 
Identifying alternate parents can take a significant amount of time as it includes performing cell search measurements and reading system information of candidate parents. In an IAB network in particular, given that IAB nodes are not mobile, the MTs are not likely to be configured to perform periodic measurements. Thus, in response to a backhaul failure, the MT can spend a lot of time searching for alternate cells.
If the recovery of the connection via alternate parents fails, then the node transmits a recovery failure indication; only then does a child node begin its search for alternate parents. Delays at each stage add up resulting in large delays before service is restored at UEs. 
In order to mitigate some of the delays, it is beneficial to have the descendant nodes perform measurements when a backhaul failure is experienced upstream in the network. This requires an indication to flow from the node experiencing RLF, even when it is still performing recovery, indicating that there is an RLF. 
Observation: It is beneficial to have a downstream indication of RLF at an IAB node in addition to an indication of RLF recovery failure.
Such an indication can be sent when the node experiences an RLF and is still attempting recovery (this is referred to as a type 2 indication, following the terminology in the email discussion[1]). The recovery failure indication (type 4) is of course essential but is sent only after recovery failure. The type 2 indication can enable the descendant nodes to perform cell search measurements and prepare for a possible change of parent nodes. The type 4 indication triggers the actual change of parent nodes.
Proposal 3: RAN2 should discuss whether an IAB node can transmit a downstream indication of RLF at an IAB node in addition to the backhaul recovery failure indication.
Conclusion
We have considered some remaining issues in the backhaul recovery failure. Specifically, we consider how an IAB node can avoid attaching to another node that has already failed. We also consider how the delay associated with measuring and identifying suitable parents after a backhaul failure can be minimized. Our observations and proposals are reproduced below:
Proposal 1: The backhaul recovery failure indication is carried in a BAP layer control PDU.
Observation: Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Proposal 2: RAN2 should discuss the following options for ensuring that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information to bar access; or
· The recovery failure indication also includes information about ancestor nodes that have failed.
Observation: It is beneficial to have a downstream indication of RLF at an IAB node in addition to an indication of RLF recovery failure.
Proposal 3: RAN2 should discuss whether an IAB node can transmit a downstream indication of RLF at an IAB node in addition to the backhaul recovery failure indication.
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