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1	Introduction
A typical mode of operation allowed by NR consists in having a default DRB with radio protocols configured to provide a default QoS carry the bulk of traffic; and 2) relocating QoS flows with specific requirements onto dedicated DRBs as they appear, without involving 5GC. Together with RQoS, this greatly minimises the amount of signalling required and reduces control plane latency. This contribution highlights some possible shortcomings related to how QoS flow relocation is currently handled in radio protocols.
2	Radio Protocols
2.1	New QoS flow arrives
With the BSR triggers largely inherited from LTE, there is no possibility to distinguish the arrival of a packet belonging to a new QoS flow from the arrival of a packet belonging to an existing one on the same logical channel. This prevents the gNB from quickly relocating that new QoS flow as all buffered data needs to be received first.
Observation 1: the BSR baseline does not allow the notification of the arrival of a new QoS flow.
In order for the scheduler to be made aware of the arrival of a new QoS flow on the default bearer, a BSR should be triggered [R2-1702638]. Going into more details this means that if data from a QoS flow that is different from any of the QoS flows for which data is already available for transmission arrives in the UE buffer (i.e. a new QoS flow), a BSR should be triggered.
Proposal 1: a BSR is triggered if data, from a QoS flow that is different from any of the QoS flows for which data is already available for transmission, arrives in the UE buffer.
Then, the BSR itself should be modified so that information on the appearance of the new QoS flow is indicated. Ideally, the QoS flow ID itself should be included to allow RAN to determine the proper actions. Alternatively, if the QoS flow ID cannot included in the BSR for overhead reason, the first packet of the new QoS flow should be prioritized by the UE i.e. put ahead in the transmission queue. The second alternative is slightly preferred as it minimises overhead.
Proposal 2: if data from a QoS flow that is different from any of the QoS flows for which data is already available for transmission arrives in the UE buffer include the QoS flow ID in the BSR, or prioritise the first packet of the new QoS flow.
When the default bearer is mapped on SN and an unknown QoS flow (for which no mapping rule is configured) appears in uplink, that QoS flow is mapped on the default bearer and therefore remains invisible to MN [R2-1816422]. Without having a chance to detect the new QoS flow, MN is thus unable to relocate the flow. This is problematic to guarantee an appropriate quality of service in Multi-Connectivity as it forbids MN to take ownership of the QoS flow.
NOTE: 	such a scenario can be relevant e.g. for IAB, where SN (IAB node) is deployed on mmWave band and takes care of the bulk of the traffic, while MN (gNB) is deployed on lower frequencies to provide coverage.
Observation 2: when the default bearer is mapped on SN and an unknown QoS flow appears in uplink, that QoS flow remains invisible to MN.
The new QoS flow is known to the UE and to SN, thus either the UE or SN should be able to inform MN.
Proposal 3: when the default bearer is mapped on SN, either the UE or SN informs MN of new QoS flows appearing in uplink.
2.2	New QoS flow is relocated
Consider a default bearer configured to handle low priority background data. Some traffic pops up that requires handling with higher priority (e.g. gaming session, video call). Reflective QoS is used to relocate the flow to a DRB with higher priority but in-order delivery requirement will stall the traffic on the network side for as long as the end-marker is missing. This simple example highlights two problems:
1.	The gNB does not know how much data needs to be scheduled to obtain the end marker;
2.	Pre-processed data of the new QoS flow will be treated with the priority of the default bearer.
As pointed out in [R2-1814214] although an end marker helps to identify when there is no more data for that new QoS flow on the old bearer, it does not help the gNB to know how much data needs to be scheduled to reach that point: the amount that needs to be scheduled at the time of QoS flow relocation is useful to know as it gives a guarantee to the gNB that after scheduling that amount, an end marker will pop-up. The latency gain over gNB always scheduling the UE until either the end-marker packet or a padding BSR is received comes from the fact that by knowing how much data is left, the gNB can be aggressive in scheduling. If it has no idea, it would be more conservative to avoid over allocation. By triggering a BSR upon QoS flow relocation, the scheduler in the gNB quickly gets an up-to-date picture of the UE’s buffer and knows whether it needs to schedule the old bearer for remaining data or not.
Proposal 4: trigger a BSR at QoS flow remapping.
When the mapping of a given QoS flow is updated, the old bearer can still contain packets from that QoS flow (e.g. due to pre-processing). The larger the queue on the old bearer, the more serious the problem is. 
NOTE:	If one assumes that the default DRB is good enough, and the gNB can just wait for the end marker to come, then the need to relocate the flow in the first place would be questionable. If a flow is relocated, it is fair to assume that all packets from that flow need to be prioritized.
To overcome this problem, several alternatives were suggested:
A.	Prioritisation of the packets of the relocated QoS flow within the old bearer [R2-1811441].
B.	Temporarily give the default DRB the same priority as the new DRB, until all packets from the relocated QoS flow are sent to the gNB [R2-1814214]. By doing so, the delay impacts of the packets from the relocated QoS flow remaining in the old bearer are minimised. One natural drawback is that if there are packets from other QoS flows in the transmission queue of the old bearer, they will also be prioritised. This drawback is considered as acceptable considering that it should be short-lived (thanks to the end marker) and nowhere as bad as delaying the high-priority QoS flow.
Either alternative would be an improvement.
Proposal 5: decide how to process data on the old bearer after QoS flow relocation.
4	Conclusion
This document has identified a number of weaknesses limiting the ability of NR to handle QoS flows efficiently and made the following proposals:
Proposal 1: a BSR is triggered if data, from a QoS flow that is different from any of the QoS flows for which data is already available for transmission, arrives in the UE buffer.
Proposal 2: if data from a QoS flow that is different from any of the QoS flows for which data is already available for transmission arrives in the UE buffer include the QoS flow ID in the BSR, or prioritise the first packet of the new QoS flow.
Proposal 3: when the default bearer is mapped on SN, either the UE or SN informs MN of new QoS flows appearing in uplink.
Proposal 4: trigger a BSR at QoS flow remapping.
Proposal 5: decide how to process data on the old bearer after QoS flow relocation.








