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1 Introduction
In RAN2#106, the following agreements were achieved:

	· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

· Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)

· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.

· Each BAP routing id has only one entry in the routing table.
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.


The above agreements indicate that the IAB node can make local decision for the routing. However, how this local decision is performed is still an open issue. 

In this contribution, we would like to share our view on configuration for the local decision of routing. 
2 Discussions
Based on the current agreement, the routing of the packets over the IAB network is based on the BAP route ID in the BAP header, which includes BAP address and the path ID. For DL, such BAP address can be the address of the destination IAB node, while for UL, such BAP address can be the address of the source IAB node. The path ID indicates that with respect to one IAB node (e.g., destination node for DL, or source node for UL), several paths can be configured, which can be used transmitted data between IAB donor CU and IAB node via different sets of intermediate nodes. In one implementation example, the IAB donor CU can send the data via different paths simultaneously. In another implementation, the IAB donor CU can choose one path for the data transmission, and the other paths are configured for routing redundancy. Which way is selection is left to the IAB donor CU’s decision. 
Observation 1: Multi-path configuration provides the flexibility to IAB donor CU on forwarding data via single path with redundancy route or via multi-path.

On the other hand, the multi-path configuration also provides the flexibility for each IAB node. Specifically, if an IAB node is configured with multiple-routing entries towards the same IAB node for the DL, or from the same IAB node for the UL, it can change the routing path via changing the Path ID in the BAP route ID. 

Observation 2: Multi-path configuration provides the flexibility to the IAB node to change the routing path. 

In RAN2’s agreement, some examples are given for local decision, e.g., load balancing, RLF, etc. However, during online discussion in RAN2#107, several companies indicate that the local decision may be used only for RLF case, and other cases (e.g., load balance) may introduce additional complexity and difficulties. In practice, due to the radio degradation of backhaul link, the data transmission of one IAB node may be slowed down, which results in congestion. Such congestion may be a temporary (short-term) case, it is unnecessary to bother IAB donor CU to solve it. Thus, if multiple paths are available, the IAB node can make local decision by selecting additional path to mitigate such congestion.  In other words, the local decision is beneficial to mitigate the temporary congestion in the IAB network. 
Observation 3: the local decision can be used to resolve the temporary congestion in the IAB network.

Proposal 1: Except RLF, the local decision can be also applied to other cases, e.g., temporary congestion. 
Even though the local decision can be applied in many cases, the full freedom to change the routing path is not a good idea since it will change the load distribution of the network randomly. Moreover, IAB donor CU losses the control of the network once multiple paths are configured for an IAB node. Thus, it is better to define some specific conditions to trigger the local decision on routing path. For example, 
· Some threshold information triggering local decision
The change of the routing path must be result from that the current routing path encounters some problem. The potential problem includes:

· The congestion occurs at such IAB node: to decide the congestion, the intuitive condition is the buffer load. If the buffered data exceed a certain threshold, it can consider congestion occurs. Another condition is the buffering time of the data packets. If such buffering time exceed a certain threshold, it can consider congestion occurs. 

· The channel status of the BH link degrades: the IAB node can detect the channel status. If the channel quality degrades below a threshold, it can consider the current routing path is not a good choice.
· Some special event occurs
An IAB node may detect RLF, or radio link outage, or radio link resume of the BH link serving by itself. In this case, such IAB node can decide to change the routing path. On the other hand, it may receive the notification from its upstream or downstream nodes, such notification can indicate the occurrence of RLF/radio link outage/radio link resume/congestion occurring at the reporting node. In this case, such node can decide to change the routing path. 

Proposal 2: the IAB donor CU can configure some conditions to trigger the local decision, e.g., some threshold information triggering local decision, some special events (e.g., RLF, radio link outage, radio link resume), etc.
After triggering the local decision, if there are multiple routing paths, IAB node needs to decide which routing path can be selected. Such selection is better under the control of the IAB donor CU as well. To achieve this, the IAB donor CU can configure the priority level for entries with same BAP address. This is mentioned in RAN2 agreement. Towards one destination IAB node, multiple paths may exist from IAB donor CU. Those paths may share some intermediate nodes, or have completely different intermediate nodes. Thus, it is possible that different paths have different conditions in terms of, e.g., load, channel status, QoS satisfaction capability. Those conditions are known by the IAB donor CU, Thus, it can assign different priorities to different routing paths. In this sense, when an IAB node want to change the routing path, it can select the one with the highest priority. 
The above configuration can be performed when configuring the routing table. Since the routing is performed by IAB-DU or IAB donor DU for DL, and by IAB-MT for UL. Thus, the configuration for the local decision can be sent to IAB-DU or IAB donor DU via F1AP, and be sent to IAB-MT via RRC. 
Proposal 3: the configuration for the local decision can be sent to IAB-DU or IAB donor DU via F1AP, or be sent to IAB-MT via RRC.  
3 Conclusions
In this contribution, we discuss configuration for local decision on routing, and propose: 
Proposal 1: Except RLF, the local decision can be also applied to other cases, e.g., temporary congestion. 
Proposal 2: the IAB donor CU can configure some conditions to trigger the local decision, e.g., some threshold information triggering local decision, some special events (e.g., RLF, radio link outage, radio link resume), etc.
Proposal 3: the configuration for the local decision can be sent to IAB-DU or IAB donor DU via F1AP, or be sent to IAB-MT via RRC.  
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