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Introduction
Last meeting RAN2 agreed to indicate MCG failure over SRB3 to SN.  The following agreements were made:
Agreements
1:	SRB3, if configured, can be used for MCG fast recovery. 
2:	For MCG fast recovery via SRB3, MCG Failure Information message in UL (same message as for SRB1 case) is encapsulated by the UE into an SN RRC message.
3:	For MCG fast recovery via SRB3, the MN response message in DL (either a reconfiguration with sync or release message) is encapsulated by the SN in an SN RRC message.
FFS Transmission of the complete message
This document looks at more details on how to model these in RRC specifications.
Discussion
Rather than discuss the behaviour for each failure and recovery message when handled over SRB3, it would good to first understand and agree a common framework to use as the baseline.
It has already been agreed to support MN failure indication and recovery procedures over split SRB1.   When split SRB is not used or a direct path to MCG RRC is not available from the UE, this should be extended to support similar failure indication and recovery procedure over SRB3.
In general, it is beneficial to maximise re-use of the procedures between split SRB1 and SRB3 as this minimises additional specification and implementation effort.   Hence by default, we should try to make these split SRB1 procedures directly applicable also over SRB3.  A transparent model, where SRB3 simply acts as a transport mechanism for the messages defined over SRB1, with the corresponding transparent transfer over X2/XN, is hence the natural choice.  


Observation #1: A transparent model, where SRB3 simply acts as a transport mechanism for the messages defined over SRB1, is hence the natural choice.  
Even with such a transparent model, some details need further discussion.  
For MN failure handling over SRB3, there are three different aspects to consider:
1) Transfer of the failure indication
2) MN originated RRC message – contents and transfer
3) Subsequent handling MN RRC message in the UE – transfer of “response” message, failure handling etc. 
Each of them are discussed in more detail below.
Failure indication
As discussed above, to maximise re-use of the messages and procedures, the same failure message and contents defined for split SRB1 should be re-used over SRB3.
Proposal # 1: the same failure message and contents defined for split SRB1 should be re-used over SRB3.
Failure indication should be carried transparently over SRB3 and Xn/X2 to MCG.  ULInformationTransferMRDC is well suited for this use over SRB3.  
Proposal # 2: ULInformationTransferMRDC is used for the transfer of the same failure message over SRB3.
To simplify and minimise further message interactions, no additional UL message should be sent over SRB3 or SRB1 subsequent to the failure indication.
Proposal # 3: Transfer of UL messages over SRB3 and SRB1 should be suspended after transfer of the failure indication using ULInformationTransferMRDC over SRB3.
MN originated RRC recovery procedure
On receipt of the failure indication over SN, MN initiates recovery procedure.  The following MN originated RRC messages were agreed in the last RAN2 meeting: a reconfiguration with sync or a release message
That is, the MN must perform a HO or release the connection.
Since there is no direct communication path between the MN and the UE, these RRC messages also need to transported over SN.  Handover messages can include SCG configuration in an encapsulated SN originated RRC message.   There are hence (at least) two options possible – 
1) SN can encapsulate the MN originated RRC message in the SN originated RRC message along with the SN configuration and send to the UE.
2) SN configuration is sent to the MN and encapsulated in the MN originated RRC message as today and then further encapsulated in an SN RRC message to be sent to the UE over SRB3.
While option 1 is more efficient and faster, it will introduce another RRC architecture model and corresponding handling where MN originated RRC messages is encapsulated by SN RRC message along with SN configuration.  To minimise additional complexity, and as discussed above, to minimise specification changes by re-using existing messages and procedures, it is proposed to adopt option 2.
Proposal # 4: MN RRC messages (which may include SN originated RRC messages) are encapsulated in an SN RRC message and transparently transported over SRB3.
With proposal #4 above, any SN configuration information can be already included in the SN originated RRC message encapsulated in the MN originated RRC message.  To minimise additional complexity of UE processing (as discussed further) below, no additional SN originated information should be included in the SN originated encapsulating RRC message sent over SRB3.
Proposal # 5: no additional SN originated information should be included in the SN originated encapsulating RRC message sent over SRB3.
UE processing the RRC message received over SRB3
As discussed above, based on the above proposals, the encapsulating SN originated RRC message does not contain any SCG configuration.  It is simply a transport of the MN RRC message.  Hence it is not necessary and it is simpler not to have a joint success failure for the SN originated encapsulating message.  On successful receipt and processing of the SN originated encapsulating message, the UE “SN RRC” simply “transfers” the encapsulated MN originated RRC message to the “MN RRC” for processing.  The procedure for the SN originated encapsulating message completes with this UE internal "transfer" of the encapsulated MN RRC message.
Proposal # 6: The SN originated encapsulating message is handled transparently by the “SN RRC” in the UE and the MN RRC message is transferred to the “MN RRC” in the UE.  There is no joint success/failure of the message.  That is, the SRB3 transfer message can succeed independent of the contained MN RRC message.
On receipt of this encapsulated MN RRC message, the “MN RRC” processes this message as though it was received over SRB1.  That is, the procedural section relevant for the corresponding RRC message is re-used as is for the processing of this MN RRC messages irrespective of whether it was received over SRB1 or SRB3.   This can also applicable for the failure handling behaviour and generation and transfer of the “complete” messages at the UE.  
Proposal # 7: On receipt of this encapsulated MN RRC message, the “MN RRC” processes this message as though it was received over SRB1.  That is, the procedural section relevant for the corresponding RRC message is re-used as is for the processing of this MN RRC messages irrespective of whether it was received over SRB1 or SRB3. This is also applicable for the failure handling behaviour and generation and transfer of the “complete” messages at the UE.  
One special handling needed for the above proposal is to resume the suspended transmission over SRB1 is resumed as part of the processing of the received MN RRC message.  
Proposal # 8: Suspended transmission over SRB1 is resumed as part of the processing of the received MN RRC message.  
Another consequence of the above proposals is that the UE processes the MN RRC message and the encapsulating SN RRC message independently.  This implies, for example, if as a consequence of processing the RRC Reconfiguration message, the SCG/SRB3 is released, there is no guarantee that the RLC ACK for the encapsulating SN RRC message will be sent to SN.
As with such failure scenarios, also as discussed previously in different contexts, the MN may not be sure which was the last received MN RRC message at the UE on receipt of the failure indication.  Different solutions such as indicating the transaction id of the last received DL message in the failure indication, have been discussed before for this.  However, as in the previous scenarios, it can be left to network implementation, using Full configuration for example, to handling any abnormalities that may arise.
Summary and proposals:
This document looked at the providing a framework for handling of MN RRC recovery related messages sent over SRB3.  Rather than consider each message separately, a common framework provides for uniform handling of the procedures and error handling.  The following observations and proposals were made.
Observation #1: A transparent model, where SRB3 simply acts as a transport mechanism for the messages defined over SRB1, is hence the natural choice.  
Proposal # 1: the same failure message and contents defined for split SRB1 should be re-used over SRB3.
Proposal # 2: ULInformationTransferMRDC is used for the transfer of the same failure message over SRB3.
Proposal # 3: Transfer of UL messages over SRB3 and SRB1 should be suspended after transfer of the failure indication using ULInformationTransferMRDC over SRB3.
Proposal # 4: MN RRC messages (which may include SN originated RRC messages) are encapsulated in an SN RRC message and transparently transported over SRB3.
Proposal # 5: no additional SN originated information should be included in the SN originated encapsulating RRC message sent over SRB3.
Proposal # 6: The SN originated encapsulating message is handled transparently by the “SN RRC” in the UE and the MN RRC message is transferred to the “MN RRC” in the UE.  There is no joint success/failure of the message.  That is, the SRB3 transfer message can succeed independent of the contained MN RRC message.
Proposal # 7: On receipt of this encapsulated MN RRC message, the “MN RRC” processes this message as though it was received over SRB1.  That is, the procedural section relevant for the corresponding RRC message is re-used as is for the processing of this MN RRC messages irrespective of whether it was received over SRB1 or SRB3. This is also applicable for the failure handling behaviour and generation and transfer of the “complete” messages at the UE.  
Proposal # 8: Suspended transmission over SRB1 is resumed as part of the processing of the received MN RRC message.  
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