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1	Introduction
[bookmark: _Ref178064866]RAN2 discussed based on R2-1910055 how MeNB and SgNB may determine the UE’s L2 buffer size in order to avoid exceeding that limit by bringing too much data in flight. While several companies agreed to the solutions suggested in R2-1910055, other argued that the UEs buffer is sufficiently large so that such cases cannot occur or that the network could avoid exceeding the buffer without knowing its actual size.
2	Discussion
2.1	References to discussions held so far
R2-1910055	Determining L2 buffer size	Ericsson	discussion
-	Samsung think we do need something for this data rate calculation. OK with P1 but not sure about the other proposals.
-	Ericsson think the principle is that the capabilities from the MN the SN is not expected to understand and vice versa.  
-	Nokia have a different understanding. This is based on the peak L1 data rate possible in MN and SN and each node doesn't need to know the peak data rate of the other node by the UE buffer requirement is based on the 2 rates. Think as long as each node complies the total buffer size can't be exceeded.
-	DOCOMO think the Ericsson scenario is valid as PDCP entity in one node is served by both nodes.
-	Huawei have similar understanding as Nokia as the total buffer size is based on the sum of the 2 data rates and hence nothing is broken.
=>	Offline discussion to conclude if there is anything to solve (Offline discussion 39)
R2-1911760	Report of Offline discussion #039	Ericsson	discussion	NR_newRAT-Core
2.2	Relation of L1 data rate and L2 buffer size
2.2.1	Whether L2 buffer could be exhausted
Based on various capabilities reported by the UE, the network can determine the maximum L1 data rate, i.e., the amount of data that the gNB can send to the UE in one slot or in one ms. 
To sustain downlink reception and uplink transmission at that L1 data rate while ensuring also in-sequence delivery to higher layers, the UE must implement a L2 (reordering) buffer. 
If this buffer would be infinitely large, both nodes (SN and MN) could continue transmitting and receiving at the peak L1 data rate continuously. Even if HARQ must perform several retransmissions and if RLC has to take over and perform several retransmissions, too, all packets would be received eventually and could be delivered in sequence towards the IP layer at some point in time. 
However, an infinite buffer isn’t feasible and therefore RAN2 estimated/agreed a “maximum reordering depths” which is considered sufficient most of the time. In fact, RAN2 debated the required L2 buffer size quite extensively and finally assumed Uu- and Xn latencies that are significantly lower than what was assumed in LTE. In other words, the determined L2 buffers are fairly tight. 
[bookmark: _Toc21005873]To avoid implementing excessively large UE’s L2 buffer, RAN2 assumed relatively low Uu- and Xn delays which resulted in relatively small L2 buffers. 
Some companies commented that the amount of L2 buffer allows the network to transmit continuously at the peak L1 data rate. However, in the view of the rapporteur, this is only true if the actual instantaneous latency between PDCP TX and PDCP RX does not exceed the latency that RAN2 assumed when determining the L2 buffer sizes. 
[bookmark: _Toc21005874]The agreed L2 buffer size allow the network to transmit continuously at the L1 peak data rate if the latency (including queuing in a temporarily congested gNB and including delay spike due to retransmissions) does not exceed the delay that RAN2 assumed when determining those buffer size. 
Since the L2 buffer sizes were (intentionally) chosen pretty tightly, it is vital for the e2e performance that the network is able to (almost) fully utilize the UE’s L2 buffer. Otherwise, it may stall transmission of new data unnecessarily early which would lead to link under-utilization (since an RLC TX queue runs empty) and hence decreased e2e performance. 
[bookmark: _Toc21005875]The network must be able to fully utilize the UE’s L2 buffers in order to avoid unnecessary stalling (which would impact the e2e performance)
Hence, (in the view of the rapporteur of this discussion) there will be occasions where the amount of data in flight approaches and exceeds the UE’s L2 buffer unless the PDCP TX “pulls the break”. This may not only happen if RLC/MAC need unusually many retransmission attempts. It happens also when the L1 data rate on one path is very high while the L1 data over the other path degrades unexpectedly. The packets queued in the “slow gNB” stall the lower PDCP window edge. At the same time, the packets coming quickly from the other gNB advance the upper window edge very quickly. 
[bookmark: _Ref19259156][bookmark: _Toc21005876]Transmitting at the L1 peak data rate for an unexpectedly long period of time may exceed the UEs L2 buffer size unless the PDCP TX slows down. 

Question 1: Do companies agree with the Observations above?
	Company
	Yes/No
	Comments

	Nokia
	No
	The buffer-dimensioning equations in 38.306 allow continuous transmission at L1 peak rates. If a link rate suddenly deteriorates such that local queuing delays explode, the node can indicate “radio link outage” to the PDCP node, which in turn can do local retransmissions and/or slow down its rate.

	Futurewei
	Yes with Observations 2 & 4;
No with Observations 1 & 3
	The buffer is dimensioned in 38.306 assuming peak L1 rates and typical over the air and backhaul latency.
Flow control between MN and SN can already be utilized to avoid peak data transmission with lengthy scheduling and backhaul delay.

	Huawei
	O1 and O2, Yes;
O3 and O4, No.
	The buffer is calculated based on the peak data rate. It is true that the backhaul delay assumption is shorter than LTE, but in any case there is no way to have a real-time data rate estimation and therefore we can only aim at maximizing the utilization of the L2 buffer size, but not to fully utilize the L2 buffer size always.

	Intel
	No
	We don’t agree with Observation 1 regarding the low Uu- and Xn delays. As for Uu delay, UE and gNB processing time in NR is significantly reduced compared with LTE. Currently the Uu delay assumes in L2 buffer size calculation is much larger than the delay value calculated based on UE capability (detailed analysis in R2-1807332). Similarly, the maximum Xn delay is 55 ms, which is significantly larger compared with user plane latency requirements (5 ms). In summary, L2 buffer size is sufficiently large to give network flexibility for scheduling.
Regarding Observation 2 and 4, it should be noted that the methodology to derive L2 buffer size assumes that one packet is missing for the amount of delay time, during which a sensible network implementation can easily retransmit the missing packet when transmitting in peak data rate (which means initial HARQ BLER is almost to 0). Operating split bearer with one leg seriously congested may not have much impact on L2 buffer due to: 1) The L2 buffer for the congested legs can be also utilized; 2) There are standardized flow control procedure between MN and SN as well as UE assistance information to help the network to handle the congestion issue.

	NEC
	No
	For Observation 1 , we have the same understanding as Intel. The reason why there is no split on L2 buffer or TB per TTI (like LTE DC) would be the L2 buffer calculation in 38.306 can cover the L1 peak rate with expected X2/Xn delays. We are not sure the Observation 2&4 about the need of further considerations for this case..

	Ericsson
	Yes
	We think there may be cases where L2 buffer size may be exceeded as explained in the discussion from O1-O4. As highlighted in O4, if the PDCP TX slows down then the L2 buffer size will not be exceeded. While this can be done, in principle, with flow control, neither the node sending this flow control nor the one receiving it would understand how much the transmission should be slowed down without the L2 buffer size calculation. 



It was commented in the offline discussion that the gNB could avoid exceeding the UE’s buffer if the gNB’s/DU’s RLC entity at the congested link sends flow control commands to the gNB’s/CUs PDCP entity. However, in order to slow down the data flow via the good link as much as necessary but not too much, the PDCP entity needs to know how much more data it may bring in flight without exceeding the UEs L2 buffer. 
[bookmark: _Toc21005877]From the incoming flow control commands, the PDCP transmitter in the gNB (CU) can determine the amount of data in flight. 
[bookmark: _Toc21005878]To avoid that the total amount of data in-flight exceeds the UE’s L2 buffer, the PDCP entity needs to know the UE’s L2 buffer size. 

Question 2: Do companies agree with the Observations above?
	Company
	Yes/No
	Comments

	Nokia
	Yes
	We did not understand in Observation 5 why the gNB (DU) is being referred to as the PDCP transmitter.

	Futurewei
	No
	PDCP data distribution should be handled on CU;
Network assume that UE is compliant with 38.306 with the required buffer size; network doesn’t need to know the actual size of UE buffer.

	Huawei
	No
	Theoretically O5 and O6 would not happen as both sides are using the same equation to get the buffer size. Even mis-match happens, as the L2 buffer size is calculated with the assumption of max data rate, it already provides some room on the total size. 

	Intel
	No
	As discussed in Question 1, our understanding is that current L2 buffer size calculation provides a sufficiently large buffer for split bearer operation and there is no need to know the UE’s L2 buffer size.

	NEC
	No
	We do not see issues or need for indicated in Observations. (maybe we failed to understand the real intention?)

	Ericsson
	Yes
	As commented in Q1, we think this is needed even with current L2 buffer size calculation and flow control design.



Rapporteur summary: Many companies think that the current design of L2 buffer size is enough for split bearers and will not pose an issue. Many companies also think that flow control signaling can be used to tackle possible issues from exceeding the L2 buffer size.

2.2.2	Consequence of exhausting the L2 buffer
If the amount of data received by the UE out-of-order exceeds the UEs L2 buffer, the UE will drop some packets. It might either drop the oldest outstanding (at the lower RLC/PDCP window edge) or the newest incoming (at the upper RLC/PDCP window edge). If the UE guarantees to drop from the upper edge of the RLC window and to consider/report those PDUs as not received (NACK), the only consequence would be a bunch RLC retransmissions wasting some radio resources. But if a UE drops previously ACKed packets or if it simply advances the lower window edge, the losses would become visible to the IP layer. The latter triggers TCP to slow down which harms the e2e performance significantly (in particular while operating at high data rates). 
[bookmark: _Toc21005879]Depending on whether the UE drops only packets arriving at the upper windows edge or also those arriving at the lower window edge, packet loss will be visible to IP/TCP or not. Packet loss at IP/TCP level should preferably be avoided.
[bookmark: _Toc21005880]Dropping packets only at the upper window edge and NACKing them to the RLC transmitter will lead to unnecessary retransmissions, but in this way the UE could avoid IP packet loss. This could be OK assuming that it happens in rare occasions. 
[bookmark: _Toc21005881]If the UE cannot avoid IP packet losses upon exceeding the L2 buffer, it is particularly important that the network knows the limit and limits the amount of data in-flight accordingly. 

Question 3: Do companies agree with the Observations above?
	Company
	Yes/No
	Comments

	Nokia
	Agree with the consequences but not the problem.
	We agree with the consequences, but it is difficult to see how the UE L2 buffer size is exceeded especially with the TS 38.306 formula designed to allow continuous transmission at L1 peak rates.

	Futurewei
	Yes with comments
	Network should base its operation on L2 buffer requirement in 38.306. It is not suggested that network needs to know dynamic status of individual UE’s actual buffer at a given time.  

	Huawei
	Yes
	There is consequence, but we don’t see this is a big problem. As we commented above, the L2 buffer size already provides room with the assumption of always transmitting via peak data rate, which would reduce chances when such cases really happen.

	Intel
	Yes/No
	Observation 7 and 8 are possible UE implementations and the mentioned consequent performance impact of this particular implementation seems reasonable. However, the actual UE implementation should be left unspecified.

	NEC
	Yes/No
	agree with the Observation 7 & 8 are possible UE implementation, while we do not see a serious problem which is something to be fixed, as commented in the previous question. Observation 9 seems theoretically agreeable, but again we do not see a need of additional specification method (e.g. signaling) due to this observation.

	Ericsson
	Yes
	Since this is an issue that may happen, a solution would be needed to tackle this.



Rapporteur summary: All companies acknowledge that some issue may happen, as described in Observation 7-8. However, many companies think that no standardized solution is needed for this issue.
2.3	Computing the L2 buffer size in case of EN-DC
If RAN2 concludes that the network needs to know the UE’s L2 buffer size in order to avoid brining too much data in-flight, the question is whether and how the eNB/gNB can compute it from the UE capabilities. 
According to 38.306, the UE’s L2 buffer size depends on the supported L1 data rate. According to 38.306, section 4.1.2, the L1 data rate achievable with an EN-DC band combination may be computed as the sum of the L1 data rate achievable via the EUTRA leg and via the NR leg. To compute those two components the network must take the capability parameters in the band combination and in the referenced EUTRA- and NR feature sets into account. Hence, all required information seems to be known on the network side. 
However, the two nodes are not required to comprehend the other RAT's capability container. Hence, none of the two nodes can compute both the (EUTRA) MCG and (NR) SCG L1 data rates. And hence, none of the two nodes can compute the UEs total L2 buffer size.
[bookmark: _Toc16783816][bookmark: _Toc21005882]MN and SN cannot compute both (MCG and SCG) L1 data rates. And hence, none of the two nodes can compute the UEs total L2 buffer size.

Unlike the L1 data rate, the L2 buffer size is not tied to a cell group or to certain serving cells. It is rather "used" by the PDCP entities serving the UE. All PDCP entities together should ensure not to bring more data in flight (transmitted but no ACK received yet) than what fits into the UE’s L2 buffer. PDCP entities hosted in the same node (MeNB or SgNB) could share the L2 buffer size (quite) dynamically among them. But if PDCP entities for one UE are spread across MeNB and SgNB, the two nodes need to agree on the "L2 buffer size shares" that they use.
One could think that this is not an issue as long as both MN and SN stay within their maximum capacity for MCG and SCG receptively. However, as can be seen in the Figure below from 37.340 (for EN-DC), the RLC entities in one node can determine the amount of data in-flight between them and their peer in the UE. And based on their queue size and their current L1 throughput, the associated Flow-Control end-points can request data from their PDCP TX entity. However, the RLC entities in one node don’t know how much data is in the UE’s PDCP queue due to outstanding packets from the other leg’s RLC entities. 
And the PDCP entities in one node know how much data is in-flight between them and their peer entities in the UE. However, they cannot determine the amount of data in-flight between the PDCP entities in the other node and their peers in the UE. 


Figure 1: Network side protocol termination options for MCG, SCG and split bearers in MR-DC with EPC (EN-DC).
Therefore, if split bearers are configured, the PDCP entities in the two nodes need to agree/know which share of the UE’s total L2 buffer size they may “consume”. 
[bookmark: _Toc16783817][bookmark: _Toc21005883]If the PDCP entities serving one UE are hosted in the both MeNB and SeNB, the two nodes have to determine how to share the UE’s total L2 buffer size.

Question 4: Do companies agree with the Observations above?
	Company
	Yes/No
	Comments

	Nokia
	No
	The buffer-dimensioning equations in 38.306 allow continuous transmission at L1 peak rates.
The analysis seems to overlook flow-control feedback on X2-U. If a link rate suddenly deteriorates such that local queuing delays explode, the node can indicate “radio link outage” to the PDCP node, which in turn can do local retransmissions and/or slow down its rate.

	Futurewei
	No
	The “total” L2 buffer size is intended to be the sum of required buffer to simultaneously accommodate peak transmissions over both MN and SN. There is no need to implement specific mechanism on network side of dynamic or semi-dynamic sharing of UE’s L2 buffer.
Network can apply flow control and take corresponding measures if the transmission delays exceed what are assumed in specifying the total L2 buffer size in 38.306.   

	Huawei
	No
	Agree to the above, flow control can be used and we do not see it is critical for Rel-15.

	Intel
	No
	As discussed in Question 1, our understanding is that current L2 buffer size calculation provides a sufficiently large buffer for split bearer operation and there is no need to know how to split the UE’s total L2 buffer size.

	NTT DOCOMO
	Yes or No
	It is true, if both the MN terminated bearer and the SN terminated bearer are configured for the UE. Just a simple example is that if the UE L2 buffer size is 1Gbps, and both MN and SN schedules up to 1Gbps over the MN/SN terminated bearers, needless to say, the UE L2 buffer is overflowed! The existing flow control can provide the buffer status on split bearer for the terminating node. On the other hand, the flow control does not provide one node with the buffer status of the bearers terminated at another node. For this issue, the indication of radio link outage has nothing to do and cannot resolve the issue discussed here.

Nevertheless, the L2 buffer size would be thought as sufficient, if the definition is clarified as shown below;-)

The required total layer 2 buffer size in MR-DC and NR-DC is the maximum valuesummation of the calculated values based on the following equations:
-	MaxULDataRate_MN * RLCRTT_MN + MaxULDataRate_SN * RLCRTT_SN + MaxDLDataRate_SN * RLCRTT_SN + MaxDLDataRate_MN * (RLCRTT_SN + X2/Xn delay + Queuing in SN)
-	MaxULDataRate_MN * RLCRTT_MN + MaxULDataRate_SN * RLCRTT_SN + MaxDLDataRate_MN * RLCRTT_MN + MaxDLDataRate_SN * (RLCRTT_MN + X2/Xn delay + Queuing in MN)

	NEC
	No
	Similar views as companies responding with the answer “No”.
Also, in reality, multiple UEs under the same cell/CGs are experiencing ultimate L1 peak rate both in MCG and SCG would not happen frequently. We do not think RAN2 has to add something at least for Rel-15.

On the question raised by DOCOMO, our understanding is that if both the MN and the SN schedules up to 1 Gbps with assuming the UE can support such data rate in each CG, the UE needs the L2 buffer for 2 Gbps. This is because both the peak data rate at MN and that at SN, which can be supported as per UE capability, have to be taken into account (i.e. added) in the current L2 buffer size calculation.  No update will be necessary, if we do not miss the key point/ question here… 

	Ericsson
	Yes
	As commented in Q1, this could be done, in principle, with flow control. However, neither the node sending this flow control nor the one receiving it would understand how much the transmission should be slowed down without the L2 buffer size calculation.



Rapporteur summary: 5 companies think it is not critical that MN and SN determine how to share the UE’s total L2 buffer size. 2 companies think this is needed (while 1 could conditionally accept that MN and SN do not share this information if changes are performed in 38.306).
Overall, given the answers in Q1-Q4, the following observation is provided. 
[bookmark: _Toc21005884]RAN2 understanding is that it is not critical that MN and SN determine how to share the UE’s total L2 buffer size for Rel-15. No solution will be provided for Rel-15.
Summary and Proposals
[bookmark: _In-sequence_SDU_delivery]In the previous sections we made the following observations: 
Observation 1	To avoid implementing excessively large UE’s L2 buffer, RAN2 assumed relatively low Uu- and Xn delays which resulted in relatively small L2 buffers.
Observation 2	The agreed L2 buffer size allow the network to transmit continuously at the L1 peak data rate if the latency (including queuing in a temporarily congested gNB and including delay spike due to retransmissions) does not exceed the delay that RAN2 assumed when determining those buffer size.
Observation 3	The network must be able to fully utilize the UE’s L2 buffers in order to avoid unnecessary stalling (which would impact the e2e performance)
Observation 4	Transmitting at the L1 peak data rate for an unexpectedly long period of time may exceed the UEs L2 buffer size unless the PDCP TX slows down.
Observation 5	From the incoming flow control commands, the PDCP transmitter in the gNB (CU) can determine the amount of data in flight.
Observation 6	To avoid that the total amount of data in-flight exceeds the UE’s L2 buffer, the PDCP entity needs to know the UE’s L2 buffer size.
Observation 7	Depending on whether the UE drops only packets arriving at the upper windows edge or also those arriving at the lower window edge, packet loss will be visible to IP/TCP or not. Packet loss at IP/TCP level should preferably be avoided.
Observation 8	Dropping packets only at the upper window edge and NACKing them to the RLC transmitter will lead to unnecessary retransmissions, but in this way the UE could avoid IP packet loss. This could be OK assuming that it happens in rare occasions.
Observation 9	If the UE cannot avoid IP packet losses upon exceeding the L2 buffer, it is particularly important that the network knows the limit and limits the amount of data in-flight accordingly.
Observation 10	MN and SN cannot compute both (MCG and SCG) L1 data rates. And hence, none of the two nodes can compute the UEs total L2 buffer size.
Observation 11	If the PDCP entities serving one UE are hosted in the both MeNB and SeNB, the two nodes have to determine how to share the UE’s total L2 buffer size.

Based on the discussion in the previous sections we note the following:
Observation 12	RAN2 understanding is that it is not critical that MN and SN determine how to share the UE’s total L2 buffer size for Rel-15. No solution will be provided for Rel-15.

4	References
[bookmark: _Ref11660338][bookmark: _Ref174151459][bookmark: _Ref189809556]R2-1910055  “Determining L2 buffer size”, Ericsson, RAN2-107, Prague, 26th – 30th August 2019
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