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1	Introduction
RAN2#107 reached the following agreements on flow control.
DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 
Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
BAP layer supports the DL hop-by-hop flow control and flow control feedback function
It is FFS how to trigger the the DL hop-by-hop flow control in IAB network

This contribution discusses details left open.
2	Discussion
2.1	Goal
The need for DL flow-control feedback arises when an IAB node receives DL data destined to its particular link (backhaul or access) at a rate greater than at which that link can be scheduled, e.g. due to radio conditions. In such cases, the goal of DL hop-by-hop flow control is to reduce the arrival rate of such data from the parent node (IAB node or the donor) – and of such data only: the other links of the IAB node may be working just fine.
Formulating this also from the viewpoint of parent and ancestor nodes of the IAB node with the underperforming link, the need for flow-control feedback arises when DL data meant to traverse the problematic link (possibly hops away) arrives at a rate greater than at which the parent node chooses to schedule such data – here the scheduling choice may arise from flow-control feedback received from a child node. Again, data not meant to traverse the underperforming link need not be throttled, not even if it may be routed over same links above the underperforming link in the IAB topology.
[bookmark: _GoBack]Proposal 1:	With all bearer-mapping options, to prevent buffer build-ups and overflows, DL hop-by-hop flow control feedback should enable throttling the rate of downlink data meant to traverse an underperforming radio link (backhaul or access) somewhere in the IAB topology, and of such data only.
2.2	Granularity
In the goal stated above, granularity of the flow-control feedback is in key role. RAN2#107 adopted per BH RLC channel feedback as baseline. With 1-to-1 bearer mapping, this baseline seems clear and able to fulfil the goal of flow control. With N-to-1 mapping however, things are less clear. No matter whether the feedback is per parent-link RLC channel or child-link RLC channel of the IAB node providing the feedback, it seems unable to achieve the goal stated in the above Proposal because in N-to-1 mapping, traffic with similar QoS requirements are aggregated on RLC channels regardless of routing further below in the IAB topology.
	Observation 1:	Per BH RLC channel feedback is unable to fulfil the goal stated in Proposal 1.
For this reason, the flow-control feedback should support granularities of per UE – for cases where the underperforming link is an access link – and for the backhaul-link case, per route (consisting of destination node + path). Note that in [1] we propose that BAP-header content allow IAB nodes to distinguish destination UEs.
Proposal 2:	The flow-control feedback supports granularities of per UE – for cases where the underperforming link is an access link – and for the backhaul-link case, per route (consisting of destination node + path).
2.3	Buffer-load details
Suppose that, based on received flow-control feedback, an IAB node chooses to reduce the rate at which it schedules data on certain routes, or towards certain UE(s). The consequence of this choice is that the projected queueing delay of that data in that IAB node increases – even if the amount of that data does not increase. If the flow-control feedback to the parent node can only indicate the amount of buffered DL data, the signal of a link problem can propagate from one IAB node to the next only once the consequent buffer build-up has started. This comes with more delay than the alternative where an IAB node can signal to its parent projected queueing delay of the impacted data instead, which allows instant relaying of the problem signal by an IAB node from its child to its parent.
Observation 2:	If the flow-control feedback to the parent node can only indicate the amount of buffered DL data, the signal of a link problem can propagate from one IAB node to the next only once the consequent buffer build-up has started, which adds delay.
Proposal 3:	The flow-control feedback indicates projected queueing delay in the IAB node providing the feedback, of DL data per UE or per route.
2.4	Triggering
While we think that triggering the feedback can be left up to implementation, some good practice can be identified. Most importantly, to avoid feedback explosion from repeated feedback about all UEs and all routes, the feedback should be provided on a need-to-know basis, i.e. to only report significant status changes.
Proposal 4:		Triggering flow-control feedback is left up to implementation. To avoid excessive feedback, it should be triggered to only report significant status changes.
3	Conclusion
This contribution discussed open details of hop-by-hop flow control and concludes with the following.
	Observation 1:	Per BH RLC channel feedback is unable to fulfil the goal stated in Proposal 1.
Observation 2:	If the flow-control feedback to the parent node can only indicate the amount of buffered DL data, the signal of a link problem can propagate from one IAB node to the next only once the consequent buffer build-up has started, which adds delay.

Proposal 1:	With all bearer-mapping options, to prevent buffer build-ups and overflows, DL hop-by-hop flow control feedback should enable throttling the rate of downlink data meant to traverse an underperforming radio link (backhaul or access) somewhere in the IAB topology, and of such data only.
Proposal 2:	The flow-control feedback supports granularities of per UE – for cases where the underperforming link is an access link – and for the backhaul-link case, per route (consisting of destination node + path).
Proposal 3:	The flow-control feedback indicates projected queueing delay in the IAB node providing the feedback, of DL data per UE or per route.
Proposal 4:		Triggering flow-control feedback is left up to implementation. To avoid excessive feedback, it should be triggered to only report significant status changes.
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