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[bookmark: _Ref165266342]Introduction
In RAN2#107 meeting, some agreements on the CG were agreed [1]:
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]The CG retransmission timer value is configured per configured grant configuration (i.e., ConfiguredGrantConfig) and the CG retransmission timer is maintained per HARQ process.
Autonomous retransmission on CG resource is prohibited for a HARQ process while the CG retransmission timer for the HARQ process is running.
[bookmark: _Hlk20242931][bookmark: OLE_LINK19]Both CG timer and CG retransmission timer are used at the same time for a HARQ process.

[bookmark: _Hlk20240165]The value of the CG retransmission timer is shorter than the value of the CG timer.
[bookmark: _Hlk20240156]The CG timer is not restarted at autonomous retransmission on CG resource after the CG retransmission timer expiry.
[bookmark: _Hlk20243192]The UE does not stop the CG timer upon NACK feedback reception, and stops the CG timer upon ACK feedback reception. 
On LBT failure at TX on CG, the UE transmits the pending TB using same HARQ process, in a CG resource.
CS-RNTI is used for scheduled retransmission, and C-RNTI is used for new transmission, similar to NR CG. To be confirmed by RAN1.
[bookmark: _Hlk19642350]Collisions DG CG is FFS
Great progress has been made on the two timers including CG timer and CG retransmission timer. However, some details need future clarification. And the collision of DG and CG is FFS.  
In this contribution, we discuss the details on the collision of DG and CG and the handling of the timers.
Discussion
Collision of DG and CG
MAC PDU overwritten issue has been discussed in the email discussion [2]. As the CG timer is not started/restarted even if uplink transmission is not performed due to LBT failure, the TB not transmitted due to LBT failure is stored in the HARQ buffer and may be replaced by a newly generated TB using the same HARQ process. For the collision of the same HARQ process between DG and CG, there are two cases:
· Case1: DG is scheduled by gNB for HARQ process x, the TB generated according to the DG is not transmitted due to LBT failure. Then the UE tries to generate a new TB using the same HARQ process on a CG. 
· Case2: UE generates a TB according to CG for HARQ process x, but the TB is not transmitted due to LBT failure. Then the UE receives a DG for a new transmission on HARQ process x.
In case1, the HARQ process for the second TB (i.e. the one to be transmitted on CG) is selected by the UE, which knows there is a TB (i.e. the TB scheduled by DG) which is not transmitted yet in the buffer of HARQ process X. Hence, the UE can select HARQ process other than HARQ process x to avoid MAC PDU overwritten issue.
In case2, the MAC PDU overwritten issue (i.e. the one to be transmitted on DG) is selected by the gNB, which has no idea that there is a TB(i.e. the TB to be transmitted on CG) which is not transmitted yet in the buffer of HARQ process X due to LBT failure. Hence, the MAC PDU overwritten issue in this case can not be avoided by UE or gNB implementation.
In this paper, we focus on how to handle the MAC PDU overwritten issue in the case2.
Some solutions [3~6] are proposed and some discussion has been made in the previous meetings. In order to compare the solutions for the collision of DG and CG, the potential solutions as well as the Pros and Cons are listed in the following table.
	Solutions
	Pros
	Cons

	Option 1: no new TB generated for a HARQ process when a pending TB exists in the buffer of the HARQ process due to LBT failure:
In this option, the UE ignores the new transmission scheduled by DG for HARQ process x if there is a pending TB exists in the buffer of the HARQ process x.



	
The impact to the specification is small, UE only needs to ignore the DG.
	.
PDU overwritten issue may still exist. For example, if one TB generated for CG is transmitted by UE, but the transmission is not detected by gNB, then the TB is not regarded as pending TB by UE any longer. If a DG for the same HARQ process is received, the TB which has not be received by gNB will be replaced by a new TB generated for DG.
The resource scheduled by the DG is wasted.

	[bookmark: OLE_LINK26][bookmark: OLE_LINK27]Option 2: Introduce state variable： HARQ_FEEDBACK:
The state variable is set to NACK by default and can only be updated based on DFI or when CG timer expires. As long as HARQ_FEEDBACK = NACK, new DG with the HARQ process is not ignored.
	PDU overwritten issue is solved completely.
DFI and CG timer is already introduced in NR-U. The solution reuses the LTE LAA mechanism.
	
The impact to the specification is big. The state variable HARQ_FEEDBACK and the corresponding operation related to the state variable need to be introduced.
The resource scheduled by the DG is wasted.

	Option 3: rebuilding MAC PDU:
Perform MAC PDU rebuilding for the scheduled HARQ process and generating a new MAC PDU for the dynamic grant
	PDU overwritten issue is solved completely.
Make full use of resources.
The impact to the specification is small.
	Rebuilding MAC PDU involves UE implementation with high complexity.


Comparing the above options, we prefer option 2 as it can completely solve the PDU overwritten issue and the UE complexity is acceptable. 
[bookmark: _GoBack]Proposal 1: HARQ_FEEDBACK is maintained to handle the PDU overwritten issue caused by collision between DG and CG on the same HARQ process.

Clarification on Timers
According to the specification [7], when the CG timer expires, the HARQ process is considered ACK. 
**************************************38.321******************************************
For each Serving Cell and each configured uplink grant, if configured and activated, the MAC entity shall:
1>	if the PUSCH duration of the configured uplink grant does not overlap with the PUSCH duration of an uplink grant received on the PDCCH or in a Random Access Response for this Serving Cell:
2>	set the HARQ Process ID to the HARQ Process ID associated with this PUSCH duration;
2>	if the configuredGrantTimer for the corresponding HARQ process is not running:
3>	consider the NDI bit for the corresponding HARQ process to have been toggled;
3>	deliver the configured uplink grant and the associated HARQ information to the HARQ entity.
**************************************38.321******************************************
While the value of the CG retransmission timer is shorter than the value of the CG timer, and the conditions for starting and stopping the CG retransmission timer are listed:
A new timer is introduced for auto retransmission (i.e. timer expiry = HARQ NACK) on configured grant for the case of the TB previous being transmitted on a configured grant “CG retransmission timer”.
the new timer is started when the TB is actually transmitted on the configured grant and stopped upon reception of HARQ feedback (DFI) or dynamic grant for the HARQ process.
The agreements mean that the HARQ retransmission for the TB previous being transmitted on a configured grant can be autonomously performed on configured grant when the CG retransmission timer expires. During running period of the CG timer, the CG retransmission timer can be restarted many times. Then it is possible that the CG retransmission timer is running when the CG timer expires as illustrated in Figure 1. 
In this case, even after the CG timer expires, the CG resources (e.g. the CG resource marked with red cross in the Figure 1) are unavailable for new transmission for the CG retransmission timer is running. Obviously, this leads to radio resource waste. 


Figure 1 illustration of CG timer and CG retransmission timer
[bookmark: _Hlk20245566]Therefore, stop the running CG retransmission timer when CG timer expires is a clear and simple way to handle this issue.
Proposal 2: Stop the running CG retransmission timer, if CG timer expires.

Conclusions
The details on the collision of DG and CG, also the CG retransmission timer are discussed, according to the analysis given above we have the following proposals.
Proposal 1: HARQ_FEEDBACK is maintained to handle the PDU overwritten issue caused by collision between DG and CG on the same HARQ process.
Proposal 2: Stop the running CG retransmission timer if CG timer expires.
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