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[bookmark: _Ref178064866]Introduction
In RAN2#106 meeting, it is addressed that the network cannot process the PDCP PDU containing the MCG failure indication if at least one PDCP PDU is not successfully received before receiving a PDCP PDU for containing the MCG failure indication (hereinafter PDCP SN gap issue). 
In this contribution, we investigate PDCP SN gap issue and propose the solutions. 
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During 107#31 email discussion, it was discussed whether the PDCP SN gap issue should be resolved or not. However, some companies thought that the PDCP SN gap issue would not be needed to be resolved because the guard timer is enough to handle the PDCP SN gap issue.
However, we think that the PDCP SN gap issue should be resolved. This is because if the PDCP SN gap problem happens, the RRC Connection Re-establishment procedure is always performed in the UE side due to the expiry of the guard timer because the UE cannot receive the PDCP PDU containing the MCG failure recovery. In other words, the UE unnecessarily triggers the RRC Connection Re-establishment procedure although the UE can recover the MCG failure if the UE receives the PDCP PDU containing MCG failure recovery from the network.
Observation 1. If the PDCP SN gap problem happens, the RRC Connection Re-establishment procedure is always triggered even if the UE sends the PDCP PDU containing the MCG failure indication.

In addition, the motivation for introducing the guard timer is to handle the unexpected delay in the network side. However, the PDCP SN gap problem can be detected in the UE side. In other words, the PDCP SN gap issue is not related to the unexpected delay in the network side. 
Observation 2. The PDCP SN gap issue is not associated with the unexpected delay in the network side.

Based on above observations, we kindly request the PDCP SN gap issue should be considered for the MCG failure recovery.
Proposal 1. We kindly request the PDCP SN gap issue should be considered for the MCG failure recovery.

If the proposal 1 is agreeable, RAN2 should discuss the PDCP SN gap issue for UL and DL respectively.

Uplink
For UL, in order to solve the PDCP SN gap issue, the following solutions were proposed in RAN2#107 meeting.
· Solution 1. The network performs out-of-sequence delivery for PDCP PDU containing the MCG failure indication.
· Solution 2. The UE retransmits the PDCP PDUs without RLC ACK through SCG.

For solution 1, it is required that the network always checks whether the PDCP PDU containing the MCG failure indication is received from which leg. However, it would lead to huge network complexity because the network always checks whether the PDCP PDU containing the MCG failure indication is received from which leg for all connected UEs to perform the out-of-sequence delivery for PDCP PDU containing the MCG failure indication. 
For solution 2, according to TS38.323, the retransmission of the PDCP PDUs is already supported for DRBs using Re-establishment procedure and Data recovery procedure. It means that the retransmission of the PDCP PDUs without RLC ACK can be easily implemented. In addition, it is not cause the network overhead in that there is no reason to check which the PDCP PDU is received from which leg for all connected UEs.
Considering the network overheads, we think that solution 2 is more suitable than solution 1.
Proposal 2. The UE retransmits the PDCP PDUs without RLC ACK through SCG when MCG failure happens. 

Downlink
For DL, there is a case where the UE does not process the PDCP PDU for the MCG failure recovery even if the UE successfully receives the PDCP PDU for the MCG failure recovery from the network. Since the t-Reordering for SRB in UE side is configured to the infinity value, the PDCP entity in UE side does not process the PDCP PDU for the MCG failure recovery if at least one PDCP PDU is not successfully received before receiving the PDCP PDU for the MCG failure recovery.
For example, the network transmits a PDCP PDU with PDCP SN 10. However, the PDCP PDU with PDCP SN 10 is not successfully transmitted to the UE because the MCG failure happens in the UE side. After that, the UE transmits the PDCP PDU for the MCG failure report. Later, the network responds a PDCP PDU with PDCP SN 11 for the MCG failure recovery. In this case, the UE cannot process the received PDCP PDU with PDCP SN 11 until the PDCP PDU with PDCP SN 10 is received. 
Observation 3. For DL, the UE does not process the PDCP PDU for the MCG failure recovery even if the UE successfully receives the PDCP PDU for the MCG failure recovery.

To solve the above issue, the following solutions were proposed in RAN2#107 meeting.
· Solution 1.The UE autonomously sets the t-Reordering to 0ms. 
· Solution 2. The UE provides a first missing PDCP PDU information in the PDCP PDU for the MCG failure indication.

For the solution 1, when the UE detects the MCG failure, the UE autonomously sets t-Reordering to 0ms. With this, the UE can immediately process the PDCP PDU containing the MCG failure recovery if it is received regardless of whether there is a missing PDCP PDU. 
For the solution 2, that the UE provides a first missing PDCP PDU information in the PDCP PDU for the MCG failure indication. Based on this information, the network can know that there is a PDCP PDU which was not successfully transmitted. After that, the network retransmits the PDCP PDU before transmitting the PDCP PDU for the MCG failure recovery.
We think that both solutions are feasible. In addition, since the reconfiguration of the t-Reordering in PDCP specification and the counter check procedure in the RRC specification are already specified, both solutions can be easily implemented. Thus, we kindly request that RAN2 selects one solution to resolve the PDCP SN gap issue for DL.
Proposal 3. RAN2 selects one solution to resolve the PDCP SN gap issue for DL among the following solutions. 
· Solution 1. The UE autonomously sets the t-Reordering to 0ms. 
· Solution 2. The UE provides a first missing PDCP PDU information in the PDCP PDU for the MCG failure indication.
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[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]In this contribution, we provide our view on the PDCP SN gap issue. Based on the discussion, we propose followings observations and proposals.
Observation 1. If the PDCP SN gap problem happens, the RRC Connection Re-establishment procedure is always triggered even if the UE sends the PDCP PDU containing the MCG failure indication.
Observation 2. The PDCP SN gap issue is not associated with the unexpected delay in the network side.
Proposal 1. We kindly request the PDCP SN gap issue should be considered for the MCG failure recovery.
Proposal 2. The UE retransmits the PDCP PDUs without RLC ACK through SCG when MCG failure happens. 
Observation 3. For DL, the UE does not process the PDCP PDU for the MCG failure recovery even if the UE successfully receives the PDCP PDU for the MCG failure recovery.
Proposal 3. RAN2 selects one solution to resolve the PDCP SN gap issue for DL among the following solutions. 
· Solution 1.The UE autonomously sets the t-Reordering to 0ms. 
· Solution 2. The UE provides a first missing PDCP PDU information in the PDCP PDU for the MCG failure indication.


