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Introduction
This paper aims to resolve open issues related to BH RLF, that are essential to close IAB WI. The following three topics are discussed:
· BH RLF notification and propagation, with a particular focus on DC
· Transport of BH RLF notification 
· BH RLF message termination protocol entity
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BH RLF Notification and Propagation
BH RLF for Non-DC case
During the email discussion for RAN2#107, company views converge for non-DC case, which are summarized as proposals provided in the summary of the email discussion, captured below:

Table1. Non-DC proposals
	
· (Proposal 1) When the child IAB-node is not configured with DC, it applies for BH RLF detection the same criteria as UE’s RLF detection specified in TS 38.331.
· (Proposal 2) When DC is configured for the child IAB-node, 
· RLF is detected separately for the MCG-link and for the SCG-link, and
· Existing UE procedures are used for MCG-link and SCG-link failure detection.
· (Proposal 3) When the child IAB-node is not configured with DC, it applies for BH RLF recovery the same procedure as UE’s RLF recovery as specified in TS 38.331. FFS on need of modifications/additional enhancements.
· (Proposal 4) The following is agreed as working assumption:
· BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16.
· (Proposal 5) When the child IAB-node is not configured with DC, the following is supported for BH RLF notification to downstream
· “Recovery Failure”: Indication that the BH RLF recovery failure occurs. 
· (Proposal 6) When the child IAB-node is not configured with DC, the notification “Recovery Failure” is sent by the child-IAB node to downstream node(s) when BH RLF recovery fails.
· (Proposal 7) For an IAB-node not configured with DC, it initiates BH RLF recovery procedure when it receives downstream notification “Recovery Failure”, and if BH RLF recovery fails it generates and sends notification “Recovery failure” to its downstream node.  




The box above contains many agreement entries and may look somewhat complicated. However, all the above agreements can be deduced only from the two or three underlying principles: 
Observation 1: Underlying principles for BH RLF notification and propagation (for non-DC case):
· Principle 1: For an IAB node, reception of “Recovery Failure” from a link is considered equivalent to its own detection of failure of ‘that’ link (RLF/MCG failure)
· Principle 2: Existing re-establishment triggering conditions are equally reused as BH RLF recovery triggering conditions. 
· With this principle, both cases of reception of “recovery failure” and detection of PCell failure commonly lead to an existing recovery procedure (re-establishment) 
· Principle 3: “Recovery Failure” is sent to downstream node only if recovery procedure fails. 
BH RLF for DC case
Given the underlying principles to derive the design for non-DC case, it is strongly desirable to have a consistent design by applying the same principles for DC cases. The Table 2 captures the proposed agreement of RAN2#107 email discussion for DC.  
Table 2. DC proposals
	· (Proposal 10a) For DC case, the IAB-node initiates BH RLF recovery procedure if “Recovery Failure” notification is received from parent nodes on MCG-link or SCG-link, and
· (Proposal 10b) For DC case, the IAB-node generates and sends notification “Recovery Failure” to its downstream node if it receives “Recovery Failure” notification separately from both parent nodes on MCG-link and SCG-link and if BH RLF recovery fails.



Now we investigate if the above proposals are consistent with the design principles applied to non-DC BH RLF by inspecting if each proposal is compatible to the underlying principles suggested above. 
Note that in CA/DC enhancement WI, a new feature, called early MCG failure recovery mechanism has been introduced, where MCG failure leads to reporting of MCG failure via SN, instead of triggering re-establishment. According to the existing DC procedures, taking the new feature also into account, the behaviors of UE configured with DC regarding CG failure are summarized as follows:
· #1. If UE does not support fast MCG failure recovery :
· #1-1: If SCG fails while MCG is alive, UE sends SCG failure information via MCG. 
· #1-2. If MCG fails, UE initiates re-establishment irrespective of whether SCG is alive or not
· #2. If UE does support fast MCG failure recovery :
· #2-1: If SCG fails while MCG is alive, UE sends SCG failure information via MCG (same as 1-1)
· #1-2. If MCG fails, UE initiates fast MCG failure recovery, instead of re-establishment. 
Observe that the proposal 10a is not compatible with the underlying principles suggested above. Furthermore, the proposal 10a is not compatible with the existing DC behaviors. To clarify this, consider an IAB node that does not support fast MCG failure recovery. If MCG fails, the node should re-establishment if the node follows the existing DC behavior, which is the case #1-2. However, the proposal 10 (the first bullet wherein) prohibits this, since the proposal allows UE to start re-establishment only if both MCG and SCG fails, deviating from the principle 1 and 2 already.  
Such incompatibility in the proposal10a is also observed in the proposal10b in that the proposal10b prevent the IAB node from sending “Recovery Failure” when sorely MCG fails (while SCG is OK). If we consistently apply the legacy DC behaviors, MCG failure should immediately lead to re-establishment, if the IAB node does not support fast MCG failure recovery. 
To have consistent design principles for non-DC and DC case with being compatible to existing specifications, we propose the following BH RLF related behaviors for DC. 
 
Proposal 1: If the IAB node configured with DC does NOT supports fast MC failure recovery, the IAB-node initiates BH RLF recovery procedure if “Recovery Failure” notification is received from parent nodes on MCG-link, as compatible to existing DC behaviors.
Proposal 2: if the IAB node configured with DC supports fast MC failure recovery, the IAB-node initiates BH RLF recovery procedure if “Recovery Failure” notification is received from parent nodes on MCG-link or SCG-link, as compatible to existing DC behaviors.
Proposal 3: If the IAB node experiences a BH RLF recovery failure, it sends “Recovery Failure” notification to downstream node, as similar to non-DC case.  

Other Types of Notification Messages 
BH failure notification types
Other than “Recovery Failure”, introducing two other notification types, “BH Failed” and “Recovered” provides a significant benefit of reducing service interruption, because two extra notification types allows the child node to proactively cope with the potential failure of recovery. 
We think that the complexity introduced by two extra messages can be justified by its expected gain. To see this, take an example topology as shown in Figure 1. 


Figure 1. Topology being considered, where node5 is dual-connected to node3 and node 4 as its parent
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Figure 2. Comparison of potential service interruptions of upstream traffic flows that are originally configured to be routed from node4 to node 3; (a) RLF notification with a single notification type, (b) RLF notifications using multiple notification types
In this figure, we assume that one child node (node5) has DC capabilities or generic dual radio capabilities and is now connected to dual parents. Suppose one of its parent’s experiences radio link failure. 
If we only have a single message telling a recovery failure, the child node cannot take any proactive action, because the earliest moment of notification to the child node is only after connection recovery failure of the parent nod, i.e. the bad news propagates too late to the child node. Assuming re-establishment is used for connection recovery, service interruption experienced by the IAB nodes/UEs connected to the child node is quite long. The implication of service interruption of the child IAB node is magnificent, because many UEs and other IAB nodes may be connected to the child node.   
Observation 2: When BH link fails, having three types of message can achieve shorter service interruption for downstream nodes, in case the child nodes are capable of dual connectivity. 
On contract, if extra message type is available, the parent node can immediately notify the failure event to the child node as soon as the parent detects BH RLF. The child node then can take proactive routing adaptation by utilizing its backhaul diversity. For example, the child node may switch its upstream path from the failed parent to another parent that is currently working normally. This proactive routing significantly reduce the service interruption, compared to having only a single notification type. 
Proposal 4: To minimize service interruption after BH RLF in particular for an IAB configured with DC, introduce three types BH notification messages; a) “BH failed” , b) “BH recovered”, and c) “recovery failed”

Triggering of “BH failed”
This message type indicates that backhaul failure just happens and attempts recovery. 
To allow child nodes, upon receiving this BH RLF on-recovery notification, to take some proactive actions, an IAB node should send this message to its child nodes as soon as the node detects all backhaul links with parents fail. After sending this message, the IAB node needs to perform recovery procedure such as re-establishment. 
Proposal 5: An IAB node sends a “BH failed” notification to downstream node upon detection of a BH failure 
Note, for an IAB node configured with DC, it declares “BH failure” if MCG fails or if both MCG and SCG fails” (in case fast MG failure recovery is applicable, MCG failure does not lead to BH failure”.
BH “recovered”  
This message type indicates that BH recovery is successful, and this message can be sent only after “BH failed” was previously sent. .  
Proposal 6: An IAB node sends a “BH recovered” to downstream node upon a successful recovery from BH failure.

Other Recovery mechanisms
The default procedure for BH RLF recovery is RRC re-establishment. One may consider some optimization for BH RLF recovery or even for avoiding BH RLF from the beginning. For example, conditional mobility (CHO) mechanism could be employed for this optimization; some neighbor IAB node(s)s may be prepared in advance as CHO target, and when the BH link is unstable, the IAB initiates a conditional mobility towards one of the prepared target nodes. While such kind of optimization might seem beneficial, we should carefully evaluate if such optimization attempts are really essential and adding any extra specification works. We strongly recommend that RAN2 does not pursue any further optimization of existing or new features being introduced in this release only for optimizing IAB. Just in case such optimization can be implemented with existing features (including the new feature being introduced) for optimizing IAB network, no concerned remains.  
Proposal 7: No further optimization to the new feature being introduced for other WIs only to optimize IAB are not pursued in Rel-16. 

BAP Transport versus MAC Transport 
Regarding transport of BH RLF notification, there are two options; MAC transport or BAP transport. We prefer BAP for the following reasons. 
· BH RLF notification does not need to propagate to normal UE, since IAB node experiencing BH RLF has many other mechanisms to re-direct its UE to other IAB nodes such as RRC release possibly with redirection. IAB deployment should be designed to be transparent to even Rel-15 UEs.  
· MAC signalling is not as robust as BAP signalling. The outcome of less reliable transmission is significant since this is about a backhaul failure event. 
Proposal 8: BH RLF notification is carried by BAP PDU. 

BH RLF message defined in BAP message or RRC message?
Even if we agree to carry BH RLF notification via BAP PDU, the remaining issue is whether the message should be initially generated at BAP layer or another layer, e.g. RRC. If BH RLF is defined as RRC message, the BH RLF message terminates at RRC, and if defined as BAP message, it terminates at BAP between two IAB nodes. 
We prefer to define BH RLF notification message as a RRC message for the following reasons: . 
· If we specify the message format of BH RLF in BAP layer, we should also introduce some primitives to enable interaction between BAP layer and RRC. To clarify such primitives, consider the following exemplary signalling flow. RRC needs to be configured to monitor BH RLF event, and if RRC detects BH RLF and experiences BH RLF recovery failure, it needs to notify this event to its BAP via internal primitive to be defined. BAP then generates BH RLF message and submits it to the lower layer. The similar procedure needs to happen in a receiver side in a reverse order. So far, 3GPP have been avoiding to introduce any kind of primitives whenever possible. 
· Most of BH RLF related functionalities are performed in RRC. For example, it is a common understanding that the same criteria as Uu RLF as specified in 38.331 will be used to detect BH RLF, and hence the BH RLF will be declared by RRC. Also note that, upon reception of the BH RLF notification, the receiving node needs to initiate some recovery action for backhaul recovery, and the recovery action will be to trigger RRC re-establishment. 
· Defining it in BAP lacks some degree of flexibility in future use, compared to defining it in RRC. 
One issue in defining BH RLF as RRC message is that there is no notation of peer RRC between IAB nodes. In addition, there is no peer PDCP entities established between the IAB nodes. For these reasons, one may wonder if a child node can correctly decode the RRC message containing BH RLF sent by its parent node. Given the present protocol architecture of IAB being assumed, if the RRC message containing BH RLF is directly submitted/received to/from BAP layer at transmitter/receiver side respectively, no technical issue will occur in decoding the RRC message. More specifically, from transmitter side, BH RLF RRC message is directly submitted to BAP layer as a plain RRC message, bypassing transmit PDCP. Then BAP message encapsulating the BH RLF RRC message is constructed in BAP and transported via RLC channel. The message will reach BAP layer of receiver side and then directly re-routed to its RRC internally, bypassing receive PDCP. With this signalling flow, receiver RRC can decode the BH RLF RRC message with no extra effort. 
The Fig.1 illustrates simplified protocol stacks and the message flow for transmitting BH RLF notification as RRC message between two IAB node. In the figure, we assume that BH RRC message is carried by Adapt Control PDU. From the receiving node side, Adapt needs to identify the type of the received Control PDU to determine the internal routing. If the control PDU contains BH RLF, BAP needs to deliver the BH RLF to RRC.  



Figure 1. Transport of BH RLF notification as a RRC message encapsulated by Adapt PDU

Proposal 9: BH RLF notification is defined as a RRC message (so BH RLF is terminated at RRC) carried by BAP control PDU. 
Currently it is unclear at all what the security requirements are applicable for inter-node RRC control signalling and how security can be supported for the inter-node RRC signalling. Once RAN2 see a need to consult if there is any security requirements on control signalling between IAB nodes, we propose to send an LS to SA3 and RAN3 to inform the RAN2 agreements on the inter-node control signalling and also to ask for their view on security requirements and proper security mechanisms 

Proposal 10: Send an LS to SA3 to ask for their view on any security requirements for inter-node control signalling. 

Conclusion 
This contribution discusses BH RLF related issues.  
Proposal 1: If the IAB node configured with DC does NOT supports fast MC failure recovery, the IAB-node initiates BH RLF recovery procedure if “Recovery Failure” notification is received from parent nodes on MCG-link, as compatible to existing DC behaviors.
Proposal 2: if the IAB node configured with DC supports fast MC failure recovery, the IAB-node initiates BH RLF recovery procedure if “Recovery Failure” notification is received from parent nodes on MCG-link or SCG-link, as compatible to existing DC behaviors.
Proposal 3: If the IAB node experiences a BH RLF recovery failure, it sends “Recovery Failure” notification to downstream node, as similar to non-DC case.  
Proposal 4: To minimize service interruption after BH RLF in particular for an IAB configured with DC, introduce three types BH notification messages; a) “BH failed” , b) “BH recovered”, and c) “recovery failed”

Proposal 5: An IAB node sends a “BH failed” notification to downstream node upon detection of a BH failure 
Proposal 6: An IAB node sends a “BH recovered” to downstream node upon a successful recovery from BH failure.
Proposal 7: No further optimization to the new feature being introduced for other WIs only to optimize IAB are not pursued in Rel-16. 
Proposal 8: BH RLF notification is carried by BAP PDU. 
Proposal 9: BH RLF notification is defined as a RRC message (so BH RLF is terminated at RRC) carried by BAP control PDU. 
Proposal 10: Send an LS to SA3 to ask for their view on any security requirements for inter-node control signalling. 
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