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1 Introduction

The following contribution presents a text proposal based on the email discussion summaries of [106#73] [NR/NTN] Mobility Issues and Solutions [1] and [107#62][NR/NTN] TP Mobility [2], and as agreed in the previous meeting, the text proposal from R2-1911762.
· [107#62][NR/NTN] TP Mobility  (InterDigital)


Intended outcome: TP capturing the remaining FFSs and reviewing the TP in R2-1910962

Deadline:  Thursday, one week before the meeting

Proposal 1: Capture the TP below in TR 38.821Text
2 Text Proposal

7.3.2 
Connected mode mobility enhancements

<beginning of text proposal>



7.3.2.1 Mobility Challenges for Non-Terrestrial Networks

7.3.2.1.1 Latency associated with mobility signaling

Propagation delay in NTN is orders of magnitude higher than terrestrial systems, introducing additional latency to mobility signaling such as measurement reporting, reception of the HO command, and HO request/ACK (if the target cell originates from a different satellite). 

The basic handover procedure is illustrated in Figure X, and the processing delay in both gNB side and UE side are marked.
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Figure x: handover procedure

The service interruption time is defined in TR 36.881 by the time between when the UE stops transmission/reception with the source gNB and the time when target gNB resumes transmission/reception. The interruption time is however different regarding to uplink and downlink. 

For the downlink the interruption time can be defined as the time from network sending RRCReconfiguration with sync (Step 3) until the target gNB receives the RRCReconfigurationComplete (Step 6). Since the gNB cannot send more data after step 3, and it can continue after it receives RRCReconfigurationComplete. For the uplink, the UE can potentially continue sending data to the source gNB until RRCReconfiguration with sync is received, the interruption time can be defined as the time from UE receiving RRCReconfiguration with sync (Step 3) until the target gNB receives the RRCReconfigurationComplete (Step 6). 

Without considering latencies such as RRC processing delay and UE retuning its frequency circuits (which is smaller than the RTT), the interruption time would be 2 RTT (about 1080ms) for downlink and 1.5 RTT (about 810ms) for uplink.

GEO scenarios are characterized by much larger propagation delay than LEO, however the latter requires consideration of satellite movement. To avoid extended service interruption, latency associated with mobility signaling should be addressed with high priority in both cases. Solutions developed may apply to both scenarios.

Note: 
Although such latency may result in a service interruption, it does not necessarily mean the UE will miss the HO command.

7.3.2.1.2 Measurement Validity

Extending Rel-15 measurement-based mobility mechanisms to NTN may introduce the risk of outdated measurements given sufficient delay between transmission of the measurement report and reception of the HO command. The measurements may no longer be valid, possibly leading to an incorrect mobility action e.g. early/late handover.

Although LEO scenarios exhibit less propagation delay, satellite movement may have an impact on measurement validity. Satellite ephemeris and/or UE location may be beneficial in addressing this challenge.

Measurement validity is not anticipated to be a challenge in GEO scenarios given the large cell size/overlap, small signal variation, and relatively low UE mobility. GEO scenarios may thus be addressed by suitable configuration using exiting Rel-15 mechanisms.

7.3.2.1.3 Cell overlap and reduced signal strength variation

In terrestrial systems, a UE can determine it is near a cell edge due to a clear difference in RSRP as compared to cell center. Such an effect may not be as pronounced in non-terrestrial deployments, resulting in a small difference in signal strength between two beams in a region of overlap. As the Rel-15 handover mechanism is based on measurement events (e.g. A3), the UE may thus have difficulty distinguishing the better cell.
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Figure 1 [X]. A sketch of near-far effect in different scenarios: (a) Terrestrial Network; (b) NTN

To avoid an overall reduction in HO robustness due to the UE ping-ponging between cells, this challenge should be addressed with high priority for both GEO and LEO scenarios.

Location information and/or satellite ephemeris would be useful in addition to measurement results, and solutions may apply to both scenarios.

7.3.2.1.4 Frequent and unavoidable handover

Satellites in non-GEO orbits move with high speed relative to a fixed position on earth, leading to frequent and unavoidable handover for both stationary and moving UEs. This may result in significant signaling overhead and impact power consumption, as well as exacerbating other potential challenges related to mobility e.g. service interruption due to signaling latency.

For a UE travelling at a constant speed and direction, the maximum time it can remain connected to a cell is approximated by dividing the cell diameter by UE speed. For NTN LEO deployments, the cell size is divided by the relative speed between the satellite and the UE, where a UE moving in the same direction as the satellite subtracts from the relative speed, and a UE moving in the opposite direction increases relative speed, described by the equation below:
[image: image3.png]cell size(km)

LU LIS

Time to HO(s) =

UE speed ( ) + satellite speed (g)




The scenario of cell diameter = one 50 km diameter beam will represent the lower bound (i.e. worst-case scenario for HO frequency), and cell diameter = 1000 km will be taken as the upper bound (i.e. best-case scenario for HO frequency).

Substituting reference values from 4.2-2 and 7.1-1 into the above equation, the maximum time a UE can remain in an NTN cell (i.e. the UE connects immediately at cell edge and leaves at the opposite cell edge) for the min/max cell diameter and relative speed is listed in the table below:

Table 1: Time to HO for min/max cell diameter and varying UE speed.

	Cell Diameter Size (km)
	UE Speed (km/hr)
	Satellite Speed (km/s)
	Time to HO (s)

	50 (lower bound)
	+500
	7.56*
	6.49

	
	-500
	
	6.74

	
	+1200
	
	6.33

	
	- 1200
	
	6.92

	
	Neglected
	
	6.61

	1000 (upper bound)
	+500
	
	129.89

	
	-500
	
	134.75

	
	+1200
	
	126.69

	
	- 1200
	
	138.38

	
	Neglected
	
	132.28


Neglecting UE movement, a UE served by an NTN LEO cell of diameter 50 km and 1000 km may remained connected for a maximum of 6.61 seconds and 132.38 seconds respectively due to satellite movement. Considering UE movement, this will vary by approximately +/- 4%. By neglecting satellite speed and setting UE speed to 500 km/hr as per table 7.1-1, this is equivalent to a terrestrial UE being served by a cell diameter ranging from approximately 0.918 km** to 18.39 km. 

From the above analysis, it is concluded that HO frequency in LEO NTN can be similar to that experienced by a terrestrial UE on a high-speed train, however this represents a worst-case scenario and is not indicative of a typical terrestrial network. It is not anticipated that frequent HO will occur in GEO due to large cell size limiting the impact of UE speed. It is further assumed in LEO scenarios UE speed is a negligible factor in HO frequency given the relative speed of the satellite, and this will principally be an issue for LEO with moving beams.

*Note: This value may need to be updated further pending clarification from satellite companies (e.g. if this is the ground speed, and what altitude this value corresponds to).

**Note: it is assumed that this is the minimum cell diameter possible (i.e. the UE travels directly through the full cell diameter). Should the UE only travel through an edge portion of the coverage the cell must be larger.

7.3.2.1.5 Dynamic neighbor cell set

In non-GEO deployments satellites constantly move with respect to a fixed point on earth. Such movement may have several implications to the UE, such as how long a candidate cell will remain valid.

Given the deterministic movement of satellites in LEO, the network may be able to compensate for the changing cell set via existing Rel-15 mechanisms, possibly with the aid of UE location. 

As GEO satellites are relatively static, dynamic neighbor cell set is not anticipated to be a challenge.

[Note: Enhancements, if developed, should be coordinated with cell selection/re-selection in the IDLE/INACTIVE section]

7.3.2.1.6 Handover for a large number of UEs

Considering the large cell size of non-terrestrial networks, many devices may be served within a single cell. Depending on constellation assumptions and (e.g. propagation delay and satellite speed) and UE density, a potentially very large number of UEs may need to perform HO at a given time, leading to possibly large signalling overhead and service continuity challenges.

Though the actual number of UEs performing HO at a given time will vary based on UE density, a general approximation can be made by observing the time it takes for the cell to move completely out of the original footprint (“c” in Figure X), at which point all UEs served in the cell at time T (“a” in Figure 1) must be handed over to a new cell. Dividing the total number of connected UEs by the time it takes for the cell to perform this transition can thus provide a general approximation of the average rate UEs must hand-out of a cell for a given cell diameter. The below analysis assumes
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Figure X: Transition of UEs as a cell moves completely out of original coverage area. 
However, as UEs are “handing-out” from the area no longer served by the cell, other UEs are also “handing-in” from the new area of coverage (as shown in “b” in Figure 1 above). Assuming for simplicity a relatively uniform distribution of UEs, the rate of UEs leaving the cell will be approximately equal to the rate of UEs entering the cell. Therefore, the total mobility for the cell (hand-in + hand-out) will be approximately 2x the rate of hand-out.
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Figure X: Comparison of Area requiring UEs to “hand-in” vs. “hand-out” of a cell. 

For the values provided in Table X, the maximum number of UEs possible with the current maximum C-RNTI value (i.e. 65519)* will remain connected to the cell at all times (e.g. the rate of UEs leaving a cell is equal to the rate of UEs entering a cell) to estimate the worst-case scenario, and UE movement is neglected.

Table X: Average HO rate for a given cell diameter, assuming 65519 connected UEs*.

	Cell Diameter (km)
	Approximate Cell Area (km2)
	Average UE density (UE/km2)
	Satellite speed (km/s)
	Time to HO all UEs in cell (s)
	Average “hand-out” rate (UE/s)
	Average HO Rate (in+out) (UEs/s)

	50
	1964
	33.36
	7.56**
	6.61
	9912
	19824

	100
	7854
	8.34
	
	13.23
	4952
	9904

	250
	49087
	1.33
	
	33.07
	1981
	3962

	500
	196000
	0.33
	
	66.14
	991
	1982

	1000
	785000
	0.08
	
	132.28
	495
	990


It is anticipated that the continuous movement of satellites in LEO scenarios with moving beams is the main challenge to be addressed with priority, and that the GEO scenario will not be greatly affected due to the large cell size/overlap and low relative UE speed.

*Note: The above analysis assumes the current maximum C-RNTI value (i.e. 65519 connected UEs). This analysis may be updated should the C-RNTI value be modified in NTN (e.g. to accommodate higher average UE densities for large cell diameters).

** Note: This value may need to be updated further pending clarification from satellite companies (e.g. if this is the satellite speed on the ground, and what altitude this value corresponds to).

FFS: An analysis of “Peak HO rate” e.g. should the satellite move over a small area with many UEs, and how the HO rate would change considering steerable satellite beams. 

7.3.2.1.6 Handover for a large number of UEs

Consider a UE served by a LEO satellite S1, however also within coverage of an incoming LEO satellite S2. The UE should perform measurements of the neighboring cells originating from S2 for mobility purposes based on the measurement configuration provided to the UE, however the propagation delay difference from the UE to satellite S1 and the UE to satellite S2 may vary significantly. 

If the SMTC measurement gap configuration does not consider the propagation delay difference, the UE may miss the SSB/CSI-RS measurement window and will thus be unable to perform measurements on the configured reference signals. This challenge is captured for both GEO and LEO scenarios, and is to be addressed with priority for LEO scenarios.
FFS: The scale of this problem in GEO given the stationary nature of GEO satellites.

7.3.2.2 Mobility Enhancements for Non-Terrestrial Networks

7.3.2.2.1 Enhancements to Measurement Configuration/Reporting

· Conditional triggering of measurement reporting: The triggering of measurement reporting can be based on UE location. This may be based on UE location vs a reference location, or a combination of location and RSRP/RSRQ.

· Inclusion of location information in the measurement report: Location information may be piggy backed onto the measurement report to provide the network additional information when determining whether to HO.  The LTE IE LocationInfo will be used as baseline to evaluate the impact of signalling overhead when including location information in the measurement report, however additional parameters may also be considered (e.g. from Table 8.1.2.2-1 in 36.305). 

Note: it is RAN2 working assumption that including UE location information in the measurement report does not introduce any privacy concerns in NR (as in LTE).

· Network compensation of propagation delay difference between satellites: The network can compensate for propagation delay differences in the UE measurement window, e.g. via system information, or in a UE specific manner via dedicated signalling. Other solutions to this issue are not precluded.

7.3.2.2.2 Conditional Handover

· Measurement-based triggering: Agreements in the mobility enhancements WI are to be taken as baseline. Configuration of triggering thresholds and/or which measurement events to use as triggers should consider the NTN environment e.g. the small cell quality difference between cell center and edge in NTN.
· Location (UE and Satellite) triggering: additional triggering conditions based on UE and satellite location can be considered in NTN and may be considered independently or jointly with another trigger (e.g. measurement based). Location-based conditional HO in LEO scenarios should consider deterministic satellite movement.
· Time(r)-based triggering: Several triggering conditions considering the time a region is served can be considered. This may be based on UTC time, or a timer-based solution, and may be considered independently or jointly with another trigger (e.g. measurement based). Time-based conditional HO in LEO scenarios should consider deterministic satellite movement.
Table X: Pros and Cons of the different triggering conditions

	Triggering Method
	Advantages
	Disadvantages

	Measurement-based
	· Less specification impact (i.e. similar to terrestrial network);

· Is supported in Rel-16 mobility enhancements WI;

· Relies on UE estimates and established channel estimation techniques;

· Is based on receiving power and cell quality.
	· Would require neighbouring cell lists, which may be difficult given the fast-moving nature of LEO satellites or under inconsistent/deviating cell coverage;

· Small RSRP/RSRQ differences in regions of cell overlap and propagation delay may make measurement-based triggering (e.g. A3 events) unreliable;

· May be difficult to ensure UE performs handover to a specific country.

	Location-based
	· Useful when cell boundaries are dispersed/undefined;

· Can enable mandatory HO based on UE location;

· A precise trigger as UE location can be known with a high degree of accuracy;

· Able to predict/pre-emptively configure triggering condition using satellite ephemeris and deterministic satellite movement;

· Would be useful to overcome issue of small RSRP/RSRQ variation in regions of cell overlap;

· UE may need to perform fewer measurements for HO purposes.
	· The UE may trigger HO to an unavailable cell (e.g. the NTN cell has deviated or is inconsistent, under varying channel conditions, or if the network sets the wrong triggering condition);

· Some UEs may not have positioning capability.

· UE must continuously track the satellites trajectory, and the network will need up-to-date UE location information which may introduce high overhead.

	Time/Timer-based
	· Can be useful to maintain service continuity if UE loses terrestrial coverage;

· Can enable mandatory HO based on timing;

· Network can configure different timing lengths to mitigate possible RACH congestion;

· Can work with satellite ephemeris and exploit the deterministic movement of satellites;

· UE may need to perform fewer measurements for HO purposes.
	· The UE may trigger HO to an unavailable cell (e.g. the NTN cell has deviated or is inconsistent, varying channel conditions, or if the network sets the wrong triggering condition);

· Depending on the accuracy of the ephemeris data and mobility of the UE, this may not be an accurate trigger which could, e.g. result in early/late HO;

· Maintaining multiple timers for every UE could introduce high overhead.


7.3.2.2.3 Mobility Configuration

· Broadcast configuration: common signalling in the HO configuration (e.g. T304 and spCellConfigCommon) can be broadcast, possibly via SIB or MBMS/SC-PTM. Although some mobility information common to all UEs may be broadcast, further evaluation on impact to signalling overhead is required given HO command is UE specific and requires dedicated signalling.

The following criteria can to be used as baseline to evaluate the impact/benefit of broadcast signalling:

1. Will enough UEs share the same value of common signaling to justify broadcasting values vs. dedicated signaling?

2. Will these values remain valid for long enough such that they will not require frequent modification (either via dedicated signaling or updated broadcast message) thus reducing signaling overhead savings? 

3. How long will it take for the UE to receive the minimum required information for NTN access?

A further analysis should be performed to identify other possible signalling applicable to broadcast transmission (e.g. common delay, other parameters of the RRCReconfiguration message), whether certain areas of the network are more suitable to broadcast signalling (e.g. at the edge of coverage between terrestrial and non-terrestrial). All signalling between the UE, source, and target gNB should be considered in evaluation.

· Groupcast configuration: handover command messages can be groupcast, where UEs may be grouped based on their location and satellite speed/direction. To avoid RACH collisions based on this group HO, CFRA can be provided for all UEs. Although some mobility information common to all UEs may be groupcast, further evaluation on impact to signalling overhead is required given HO command is UE specific and requires dedicated signaling. 
The above criteria are also applicable to evaluate the benefits of groupcast configuration, however as the detailed mechanism has yet to be finalized, further analysis is needed to fully understand the impact/benefit/feasibility of this enhancement.
· Bulk handover signalling: A batch of HO signalling can be provided to the UE in one shot (i.e. configuration for several upcoming cells). The UE would be aware of when and to which cell the UE should handover to, which is provided during connection establishment. This enhancement would be best suited for UEs in low mobility to avoid the configuration becoming invalid due to UE movement. This enhancement is different from conditional HO, however the details/benefits of this benefit should be further studied.
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