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1.
Introduction

In the WI on NR IIoT, the scheduling enhancement to satisfy QoS for TSC traffic is considered as one objective in R16 [1]. Regarding the support of multiple active CGs per BWP, LCP restriction enhancements were discussed in the last RAN2 meeting with the following updates [2]:
	· Extend LCP restrictions by allowing restrictive mapping between an LCH and certain CG configurations.
· LCP restriction enhancements for DG to take into account reliability is needed, details FFS. 


In this contribution, we intend to identify the remaining issues for LCP enhancement in the context of TSC traffic. 

2. Discussion
2.1
LCP restriction enhancement for DG
It is RAN2 consensus that LCP restriction for DG needs to take the reliability into account as well as for CG. We understand it is dependent on the actual transmission schemes. To ensure the reliable transmission, PHY enhancement is introduced in R15 by differentiating the different types of resources for transmission in order to match the different service requirements, e.g. higher target BLER, CQI and MCS table for URLLC service. One may argue that the new MCS table can also be used for eMBB. We understand that it is up to gNB scheduling to determine the MCS table used for one-shot transmission. As long as the new table is indicated, the transmission shall also be treated in the same manner as for TSC traffic with high requirement of reliability. Existing LCH priority can ensure the prioritized resource allocation for TSC traffic over eMBB traffic to avoid the pre-emption in case eMBB trafic is also configured with the new table.
With respect to L1 prioritization used for R16 intra-UE prioritization, service differentiation is currently under discussion in RAN1. In case L1 based service differentiation is introduced, we may come back to the RAN2 assumption and consider if any further enhancements beyond the allowed MCS table(s) is needed.
Proposal 1:  RAN2 assumes that allowed MCS table(s) shall be added to LCP restrictions for DG. Any further enhancements are pending on RAN1 progress on service differentiation. 
2.2
Association between LCH and CG configurations

In the last RAN2 meeting, it was agreed to introduce the mapping between an LCH and certain CG configurations for LCP restrictions. By doing this, the TSC traffic can be ensured to transmit on a suitable CG occasion by taking reliability as well as periodicity into account. Generally, two candidate approaches can be considered regarding how to map an LCH to certain CGs. 
Option-1: Mapping an LCH to certain CGs based on the allowed periodicity, in addition to MCS table(s).
Option-2: Mapping an LCH to certain CGs based on the allowed CG configuration index(es).
We understand both options can achieve the purpose of filtering the LCH(s) for a given CG resource. Considering the fact that logical channels are configured per MAC entity while CG configurations are configured per BWP, it would introduce complexity of mapping between an LCH and certain CG configurations per BWP per Serving Cell. Another drawback of option-2 is that LCP restriction shall be frequently reconfigured along with CG configuration updates, i.e. addition, modification and removal of CG configurations. Therefore, we slightly prefer Option-1 with the benefits of less complexity involved in the mapping configuration. 
Proposal 2:  Allowed periodicity as well as MCS table(s) shall be added to LCP restrictions of an LCH.  
According to the definition of message size used in TS 22.104 as follows [3], the size of the user data packet delivered from the application to the 5GS can vary from time to time. Regardless of Ethernet header compression, the total size of compressed IP/Non-IP packet can be different due to varying payload content. 

Message size

The user data length indicates the (maximum) size of the user data packet delivered from the application to the ingress of the communication system and from the egress of the communication system to the application. For periodic communication this parameter can be used for calculating the requested user-experienced data rate. If this parameter is not provided, the default is the maximum value supported by the PDU type (e.g. Ethernet PDU: maximum frame length is 1522 octets, IP PDU: maximum packet length is 65 535 octets). 

Observation 1: The actual size of the user data packet delivered from the application for transmission can vary with time. 
After determining a suitable CG for available TSC traffic, certain CG occasion is sufficient to accommodate eMBB traffic after allocating resource for TSC traffic due to observation above. It can be understood that NW should assign sufficient resource for the one-shot transmission of a TSN packet without segmentation. However, as the TBS for a CG is semi-static after activation, it is possible that there are remaining resource after TSN traffic assembly for a “filtered” logical channel. The other logical channels shall be allowed to use the residual resources.
Proposal 3:  The LCHs that don't meet the LCP restrictions are allowed to use the residual resources of a CG. 
2.3
UL MDBV enforcement
SA2 recently discussed the MDBV in R16 again, and requested to increase the “typical” and “maximum” values of MDBV by 500 times in order to fit the “example” services that can be delivered by NR [4]. In the last RAN2#107 meeting, the LS was discussed and replied regarding the UL MDBV as follows [6],

there is still no consensus whether changes are needed to guarantee that the MDBV is never exceeded in uplink in all scenarios.
[5] argued that RAN functionality is sufficient to cope with MDBV with the assumption that the load from delay critical GBR flows is not high, so it is not critical to introduce additional enforcement. However, as stated above, the situation is different from Rel-15. For instance, intelligent transportation, which is considered as one use case of IIOT, can have the bit rate up to 1000 Mbps. Therefore, in Rel-16, it is no longer feasible to always preserve the dedicated resource of a single GBR QoS flow. With such high load of bit rate, i.e. GFBR, it is challenging to distribute a dedicated spectral resource hence resulting in the spectrum inefficiency due to the statistical traffic variation. In addition, normally IIOT traffic requires high reliability such that e.g. redundancy transmission with more than 2 legs is always enabled for robust transmission. Therefore, spectrum efficiency issue is more critical in context of IIOT traffic.

Observation 2: MDBV enforcement is critical for delay sensitive QoS flows with high bit rate in Rel-16 for IIOT traffic.
Another approach as mentioned by some contributions is that GBR flows can be assigned with the following existing restrictions such that the resource distribution can be controlled by RAN to guarantee MDBV. 

-
allowedSCS-List which sets the allowed Subcarrier Spacing(s) for transmission;

-
maxPUSCH-Duration which sets the maximum PUSCH duration allowed for transmission;

-
configuredGrantType1Allowed which sets whether a configured grant Type 1 can be used for transmission;

-
allowedServingCells which sets the allowed cell(s) for transmission.

However, it is extremely difficult to prohibit one GBR flow from using resource exceeding MDBV with a combination of above parameters. In particular, if the data arrival of the GBR flow is unpredictable, even the enhancement to CG association doesn't work well, as the data packet arriving irregularly can be possibly accommodated in a DG. As a result, it is impossible for existing RAN implementation to ensure the fulfilment of MDBV limitation if there is remaining data buffered beyond MDBV limitation. 

Observation 3: The MDBV enforcement cannot work well with existing RAN functionality in particular for non-periodic IIOT traffic. 
Among the various candidate solutions mentioned in [7] we think the UE-based solutions can bring the benefit of robustness and prompt reaction to IIOT traffic burst arrival without NW indication. A simple way could be to check if MDBV limitation is fulfilled during the 5G-AN PDB before allocating resources to the logical channel in LCP procedure. To realize this, the network should configure PDB and MDBV parameters for the logical channel for delay critical service flows. Based on the PDB and MDBV parameters, the MAC entity should first check if the MDBV is exceeded during the last PDB period. If the MDBV requirement has already been satisfied, the MAC entity may exclude or de-prioritize the logical channel from allocating resources. The detailed resource allocation procedure can be further discussed. 

Proposal 4: The MAC entity checks if MDBV limit is reached during the PDB before allocating resources to the logical channel.

Proposal 5:  RAN2 to discuss the LCP procedure once MDBV limit is reached.
3. Conclusion
In this contribution, we present our views on the remaining issues of LCP enhancements for TSC traffic, and have the following observation and proposals.
Observation 1: The actual size of the user data packet delivered from the application for transmission can vary with time. 

Observation 2: MDBV enforcement is critical for delay sensitive QoS flows with high bit rate in Rel-16 for IIOT traffic.

Observation 3: The MDBV enforcement cannot work well with existing RAN functionality in particular for non-periodic IIOT traffic. 

Proposal 1:  RAN2 assumes that allowed MCS table(s) shall be added to LCP restrictions for DG. Any further enhancements are pending on RAN1 progress on service differentiation. 

Proposal 2:  Allowed periodicity as well as MCS table(s) shall be added to LCP restrictions of an LCH.  

Proposal 3:  The LCHs that don't meet the LCP restrictions are allowed to use the residual resources of a CG. 

Proposal 4: The MAC entity checks if MDBV limit is reached during the PDB before allocating resources to the logical channel.

Proposal 5:  RAN2 to discuss the LCP procedure once MDBV limit is reached.
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