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Introduction
In the WID for NR IIoT [1], one objective for supporting TSC traffic is to “address support TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities”. In RAN2 #105bis meeting [2], the following agreements related to SPS enhancements have been achieved: 
	R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. Other solutions not precluded, e.g. to address resource consumption. 


Considering various TSC applications with a large range of periodicities of data packets, it is beneficial to support flexible periodicities for Configured Grant (CG) and to keep pre-configured transmission resources to be aligning with TSC traffic patterns. In this contribution, we will discuss two cases. First case is on that the TSC message periodicity is not integer multiple of NR supported CG/SPS periodicities. Several possible solutions to mitigate the misalignment between the TSC traffic and CG/SPS are compared and Pros/Cons for each solution are further analysed. Second case is on that the TSC message periodicity aligns with one NR supported CG/SPS periodicity but such a periodicity is not integer divisor of 10240ms. This can be viewed as another misalignment problem, which occurs when SFN wraps around.
Discussion
2.1 Possible solutions to mitigate the misalignment problem
As described in TR 38.825 [3], the periodicity of TSN data packets depends on the specific application and in majority of the use cases, it is not possible to modify it. As shown in [4], there exist some TSC use cases where the periodicities of messages generated are not integer-multiple of NR supported symbol or slot periods. In NR, there are some resource allocation restrictions, such as the boundary of allocated resource should be aligned with the boundary of symbol or slot. It is impossible to directly support such TSC services with current SPS/CG periodicities supported in NR R15, thus there may exist periodicity misalignment issue between TSC traffic and SPS/CG resource.
In TR 38.825, several solutions that could potentially help in resolving or mitigating the above misalignment issue are listed. Besides, in RAN2 #105bis meeting, it is assumed that short SPS/CG periodicities and/or multiple SPS/CG configurations can be used to mitigate this issue. 
In below sections, the possible solutions to mitigate the misalignment issue will be analysed and compared.
Solution-1: Adjustment of SPS/CG resource by RRC reconfiguration/DCI command.
In this solution, an SPS/CG can be configured with a periodicity as close as possible to the TSC traffic periodicity. Yet there exists a mismatch between arrival periodicity of TSC traffic and SPS/CG periodicity, and this mismatch will accumulate over time and result in increasing latencies. When the mismatch becomes too large to accept, a reconfiguration command should be used to adjust the SPS/CG resource, e.g. RRC reconfiguration message is used for CG type 1, and DCI command can be used for CG type 2 or SPS. 
The RRC reconfiguration and DCI adjustment command have been already supported in NR R15. This solution requires no specification changes. However the side-effect is that in some scenarios, such adjustments are needed very frequently thus the signalling overhead could be significant.
Solution-2: Overprovisioning of SPS/CG resources, i.e. shorter periodicity than that required.
In this solution, the SPS/CG resources can be densely configured with a periodicity shorter than the TSC periodicity. Any time when a service packet arrives, there will be an available SPS/CG resource after a short time gap, which is no larger than the SPS/CG periodicity. This solution is useful to guarantee the latency requirement of TSC traffic, as the actual latency of each TSC packet can be no larger than the configured SPS/CG periodicity.
This solution requires almost no specification changes per se, except the supporting of finer granularity of SPS/CG periodicities. The side-effect is resource waste. Since the SPS/CG periodicity is shorter than the actual TSC periodicity, some SPS/CG occasions will be wasted due to no available data to be transmitted. The more stringent the latency requirement of TSC traffic, the shorter the SPS/CG periodicity has to be. This will lead to more serious resource inefficiency.
Observation 1: Overprovisioning of SPS/CG resources will result in resource inefficiency.
Solution-3: Multiple SPS/CG configurations for a specific TSC service or combined with short periodicity.
In this solution, in order to serve a specific TSC service with non-integer-multiple of symbol/slot periodicity, multiple SPS/CG configurations can be configured with the same periodicity and with different time offset. This periodicity of SPS/CG can be longer than TSC periodicity, e.g. multiple times of TSC periodicity. The combination of multiple SPS/CG configurations can satisfy the performance requirement of the TSC service, e.g. latency. 
Consider the smart grid use case [4] where data packets are generated with 1200 Hz, or 0.833ms. As shown in the following Fig.1, six CG configurations can be configured. The periodicity of each CG is 5ms, which is six times of the TSC traffic periodicity. In addition, each CG is configured with a different offset. As shown in the figure, each time when a TSC packet is generated, there will be an appropriate CG resource after a small time gap, i.e. no more than 0.833ms. If the duration of each CG is shrank, so is the time offsets among multiple CG configurations, the latency to wait for an appropriate CG occasion can be reduced.


Fig.1 Illustration of multiple SPS/CG configurations
This solution requires small specification changes, such as supporting multiple SPS/CG configurations that is already agreed. Besides, this solution can guarantee the configured resources being fully utilized. But multiple configurations will be occupied to just serve one TSC service. As the example above, six configurations are used for a specific TSC service. For some other TSC services, more number of configurations may be needed. This will limit the total number of TSC services supported by a single UE. In actual deployment scenarios, a UE can link to several TSN end devices, each of which has its own TSC service(s). The UE should handle the traffic from/to multiple linked end devices. Thus, relying on multiple SPS/CG configurations is not beneficial from perspective of supporting multiple TSC services.
Observation 2: Relying on multiple SPS/CG configurations is not optimal for supporting multiple TSC services.
Solution-4: Bitmap based resource configuration provided by the network.
The WID for IIoT includes support of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL). Based on the TSC traffic pattern related information, the gNB has the knowledge about when the TSC messages need to be transmitted. The gNB can allocate an appropriate resource pattern through a bitmap based method. 
Fig.2 shows an example of this solution. The TSC traffic messages are assumed to be generated every 1.6ms, and the first message arrives at time 0ms. Assuming an appropriate transmission resource should occupy a slot. Then the gNB can allocate a UL grant in each slot after the time point a message arrives. Then the pattern of the allocated UL grants repeat every 8ms. A bitmap can be used to represent the pre-allocated resource pattern during 8ms, such as ‘10101101’. Each bit can present a slot. Bit ‘1’ means there is a pre-configured UL grant in the corresponding slot, and ‘0’ means otherwise. If there is a pre-configured UL grant in a slot, the time-frequency location of the grant should also be indicated by the gNB. It should be noted that similar bitmap based resource allocation mechanism is adopted in AUL of LTE.


Fig.2 Illustration of bitmap based resource allocation
In this solution, some standard efforts should be made, such as how to design the bitmap and how UE determines the SPS/CG occasions based on the bitmap. But resource waste and signalling overhead could be avoided. This solution can achieve the same effect with solution-3. Taking Fig.2 as an example, the bitmap based pre-configured UL grants can also be represented by 6 CG configurations. Each of CGs is configured with the same periodicity of 8ms and different time offsets. The offset of the first CG can be 0ms, and the offset of the second CG can be 2ms, etc.
Observation 3: Bitmap based resource allocation can achieve the same effect with multiple configurations approach.
Solution-5: UE derives the pre-configured resource occasions from TSC traffic pattern and resource restrictions.
In this solution, the TSC traffic pattern and resource restrictions can be configured/notified to UE. UE has the knowledge about when the TSC messages need to be transmitted. According to the configured resource restrictions, UE can derive the appropriate transmission occasion after each time point a TSC packet arrives.
Fig.3 shows an example of this solution. The gNB provides the TSC traffic pattern to UE, e.g. the TSC traffic packets are assumed to be generated every 1.6ms, and the first UL message arrives at time 0ms. Besides, a resource restriction is configured, such as an appropriate transmission occasion should occupy a complete slot. The frequency location of each pre-configured resource can be configured by the gNB. The time location of each resource will be derived by UE from the TSC traffic pattern and the configured resource restrictions. As shown in Fig.3, the derived pre-allocated UL grant for the packet arrived at 0.0ms locates in the first slot. The derived UL grant for the packet arrived at 1.6ms locates in the third slot, and so on.


Fig.3 Illustration of UE-deriving based resource allocation
[bookmark: OLE_LINK22]In this solution, the gNB shall have the same understanding of the transmission occasion determination as UE. Some standard efforts should be made, such as how to design and deliver the resource restrictions. Resource waste and signalling overhead could be kept at minimal level. This solution can achieve the same effect with solution-3 and solution-4.
Solution-6: Cyclic SPS/CG shifting.
In this solution, a basic CG/SPS configuration should be configured to the UE. The UE should perform shifting operation, i.e. advancing or delaying of CG/SPS resource to meet the arbitrary TSC service periodicity with configured or minimal alignment peak delay [5]. Each time when performing shifting, advancing or delaying time gap is named as shifting step. And a defined shifting pattern controls when UE should perform shifting.
To implement this solution, more parameters should be designed and configured to the UE including shifting step, shifting pattern or shifting pattern offset. As described in [6], for TSC periodicity 1200Hz, shifting step of -0.25ms and shifting pattern [0 1 1] (M/N=2/3) are appropriate. As per [5], for 104Hz, shifting step of -0.5ms and shifting pattern [0  1  1  1  0  1  1  1  0  1  1  1  1] (M/N = 10/13) are better to be applied. Considering wide range of arbitrary TSC service periodicities, we need to define various shifting step values, and quite a lot of shifting patterns. One approach to determine the above parameters is, for each specific TSC service periodicity, to check and verify which shifting step size and what kind of shifting pattern should be adopted. This may require a large amount of standardization effort, and we probably don’t have enough time to finish such work.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Besides, UE needs to calculate each uplink/downlink transmission occasions based on the combination of pre-allocated basic CG/SPS configurations, shifting step size, and shifting pattern. For example, the determination of one specific transmission occasion is depend on the location of the previous transmission occasion as well as the shifting pattern. In other words, the UE should explicitly remember the locations of each transmission occasion in order to be able to derive the following transmission occasions. Also many parameters should be used for the determination of each transmission occasion. In Solution-4, UE can easily determine the CG/SPS occasions based on legacy NR R15 approach, i.e., rely on basic CG/SPS configurations. UE only needs to check whether one specific CG/SPS occasion is available or not based on the indicated bitmap. In comparison, the complexity of UE implementation with cyclic shifting would be higher.
Based on the above analysis, the Pros and Cons of possible solutions are summarized in the following table:
	Possible solutions
	Pros
	Cons

	[bookmark: OLE_LINK20]Solution-1: Adjustment by RRC/DCI command
	No specification changes.
	Signalling overhead could be significant.

	Solution-2: Overprovisioning of SPS/CG resources
	Almost no specification changes, except to support finer granularity of SPS/CG periodicities.
	Resource inefficiency.

	Solution-3: Multiple SPS/CG configurations
	Small specification changes. Should support multiple SPS/CG configurations, which is already agreed.
Resource waste and signalling overhead can be avoided.
	Not beneficial to support multiple TSC services.

	Solution-4: Bitmap based resource allocation
	Can achieve the same effect with solution-3.
Resource waste and signalling overhead can be avoided.
Beneficial to support multiple TSC services.
	Some standard effort, such as how to design the bitmap and how UE determines the SPS/CG occasions based on the bitmap.

	Solution-5: UE derives occasions from traffic pattern and resource restrictions
	Can achieve the same effect with solution-3 and solution-4.
Resource waste and signalling overhead can be avoided.
Beneficial to support multiple TSC services.
	Some standard efforts should be made, such as how to design and deliver the resource restrictions.

	Solution-6: Cyclic shifting
	Can achieve the same effect with solution-3 and solution-4.
Resource waste and signalling overhead can be avoided.
Beneficial to support multiple TSC services.
	Large amount of standardization effort would be needed, e.g. define shifting step values and shifting patterns.
UE complexity is higher since the determination of each transmission occasion would involve many parameters


Considering the above Pros and Cons of each solution, and in order to avoid resource inefficiency and to support multiple TSC services, solution-4 and solution-5 can also be considered to mitigate the misalignment issue.
Proposal 1: In order to avoid resource inefficiency and to support multiple TSC services, the following two solutions can also be considered to mitigate the misalignment issue:
	Alt-1: Bitmap based resource configuration is provided by the network.
	Alt-2: UE derives the positions of pre-configured resources based on TSC traffic pattern and resource 					restrictions.
2.2 When SPS/CG periodicity is non-integer divisor of 10240ms
When a CG is configured and activated, the MAC entity will derive where in time domain uplink CG occasions will occur, based on the equations defined in section 5.8.2 of TS 38.321 [7]. For a CG type 1, the exact equation is as follows:
	After an uplink grant is configured for a Configured Grant Type 1, the MAC entity shall consider that the uplink grant recurs associated with each symbol for which:
[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
 (timeDomainOffset × numberOfSymbolsPerSlot + S + N × periodicity) modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot), for all N >= 0.


SFNs are sequentially numbered with 0 to 1023, and then wrap around to number 0. We can name the time duration from the first subframe of SFN 0 to the last subframe of SFN 1023 as a SFN cycle, which contains 1024 SFNs or is 10240ms long. On the right hand side of the above equation, ‘1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot’ equals a SFN cycle. Based on the equation, we can find the derived transmission opportunities in one SFN cycle are identical with those in other SFN cycles. Take the following Fig.1 as an example, when a CG with periodicity 10ms is activated, MAC derives that transmission opportunities in a SFN cycle recur at SFN=0, 1, 2… 1023. Then in the each later SFN cycle, transmission opportunities will also recur at SFN=0, 1, 2… etc.
[bookmark: OLE_LINK43]Besides, all supported periodicities in NR R15 are integer divisor of 10240ms. The time interval between any two adjacent uplink CGs equals to the periodicity, including the time interval between the grant just before SFN wraps around and the grant just after SFN wraps around.


Fig.1 positions of transmission opportunities
Observation 4: In NR R15, all supported periodicities of CG are integer divisor of 10240ms, and the time interval between any two adjacent uplink CGs equals to the periodicity.
[bookmark: OLE_LINK14]When considering more CG periodicities in R16, there may exist periodicity values that aren’t integer divisor of 10240ms, such as 12ms. For a CG configured with such periodicity, if we still rely on the R15 equation to derive transmission opportunities in each SFN cycle, and deem positions of transmission opportunities in different SFN cycles are identical, there may be a problem that transmission opportunities will misalign with the TSC traffic when SFN wraps around. 
[bookmark: OLE_LINK17]Take the following Fig.2 as an example. To support a TSC service generating packets with periodicity=12ms, a CG with periodicity=12ms is configured and activated. MAC derives that transmission opportunities in the first SFN cycle recur at SFN=0, subframe #2 of SFN=1, subframe #4 of SFN=2… subframe #6 of SFN 1023. In the first SFN cycle, the transmission opportunities align with the TSC service. When SFN wraps around and in the second SFN cycle, the transmission opportunities will also recur at SFN=0, subframe #2 of SFN=1 and so on. Thus, the time interval between the grant just before SFN wraps around and the grant just after SFN wraps around is not equal to the TSC periodicity. This will cause that in the second SFN cycle, the transmission opportunities misalign with the TSC service. 

Fig.2 configured resources misalign with TSC traffic when SFN wraps around
Observation 5: If a CG periodicity that is not integer divisor of 10240ms is configured, the derived transmission opportunities based on the R15 equations may misalign with the TSC traffic when SFN wraps around.
This misalignment cannot be ignored if the TSC service is latency critical, e.g. URLLC service. As shown in Fig.2, each packet arrives during the second SFN cycle has to wait as long as 4ms for an appropriate uplink CG, which brings an unnecessary latency. A straight way to eliminate this latency is to rely on re-configuration/re-activation method. For a CG type 1, each time when SFN wraps around, a RRC reconfiguration message can be used to adjust the CG resources in the new SFN cycle. Similarly, for a CG type 2, a re-activation DCI command can be used to adjust the configured resources when SFN wraps around. However, the signalling overhead of this re-configuration/re-activation method can be significant. Considering a situation where a serving cell serves tens of TSC UEs, and each UE is configured with multiple active CGs with flexible periodicities, up to hundreds of RRC re-configuration messages or DCI re-activation commands need to be simultaneously sent to all involved UEs for CG adjustment each time when SFN wraps around. This adjustment should be repeated each 10240 mini-seconds.
Observation 6: When relying on re-configuration/re-activation method, the signalling overhead is significant since multiple re-configuration/re-activation commands should be sent to all involved UEs each time when SFN wraps around.
The above issues can be viewed as another misalignment problem, which occurs when SFN wraps around. In order to eliminate the misalignment caused by supporting flexible CG/SPS periodicities, some approaches should be considered to determine the transmission opportunities, instead of rely on R15 equations. We think the solutions proposed in proposal 1 can also be taken into account.
Proposal 2: Some approaches should be considered to determine the transmission opportunities of CG/SPS with a periodicity which is not integer divisor of 10240ms.
Conclusion
In this contribution, we analysed the Pros and Cons of several possible solutions to mitigate the misalignment between TSC periodicity and SPS/CG periodicity, and made the following observations and proposals:
Observation 1: Overprovisioning of SPS/CG resources will result in resource inefficiency.
Observation 2: Relying on multiple SPS/CG configurations is not optimal for supporting multiple TSC services.
Observation 3: Bitmap based resource allocation can achieve the same effect with multiple configurations approach.
Observation 4: In NR R15, all supported periodicities of CG are integer divisor of 10240ms, and the time interval between any two adjacent uplink CGs equals to the periodicity.
Observation 5: If a CG periodicity that is not integer divisor of 10240ms is configured, the derived transmission opportunities based on the R15 equations may misalign with the TSC traffic when SFN wraps around.
Observation 6: When relying on re-configuration/re-activation method, the signalling overhead is significant since multiple re-configuration/re-activation commands should be sent to all involved UEs each time when SFN wraps around.
Proposal 1: In order to avoid resource inefficiency and to support multiple TSC services, the following two solution can also be considered to mitigate the misalignment issue:
	Alt-1: Bitmap based resource configuration is provided by the network.
	Alt-2: UE derives the positions of pre-configured resources based on TSC traffic pattern and resource 					restrictions.
Proposal 2: Some approaches should be considered to determine the transmission opportunities of CG/SPS with a periodicity which is not integer divisor of 10240ms.
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