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1 Introduction
This document is for the following email discussion:
[107#31][NR/DCCA] MCG fast recovery (Ericsson)	
	Other recovery mechanisms:
	o	(PCell) Recovery via SCell
	o	Other means?
	Issue of outstanding SRB1 PDCP packets upon MCG fast recovery
	Any other issues related to NW control, configurations, etc.
	The rapporteur can also add other items (keeping the total number limited)
	Intended outcome: Report to next meeting
	Deadline:  Thursday 2019-10-03

The document is organized into four parts as follows:
2.1 Other recovery mechanisms
2.2 Issues of outstanding SRB1 PDCP packets
2.3 Issues regarding SRB3
2.4 Issues regarding configurability

[bookmark: _Ref178064866]2	Discussion
2.1 Other recovery mechanisms
So far, RAN2 has agreed to support MCG fast recovery via SCG, either via split SRB1 or SRB3. In addition to these, other mechanisms for recovery have also been proposed, e.g. the recovery via SCells for the case when CA is configured.

2.1.1	PCell recovery via SCell
In the RAN2#105 meeting, the following agreements were made:

Agreements
1. [bookmark: _Ref11757038]MCG failure can be indicated to the network via the SCG. FFS if via SCells. 
2. [bookmark: _Ref11758966]FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  
3. [bookmark: _Ref11758976]We will aim to have a unified solution for the failure cases that we want to address. 

There is still an FFS whether MCG failure recovery is supported also for SCells. For the same reasons that MCG failure recovery is introduced via SCG, recovery via SCells can help to reduce UE outage time after PCell failure, by letting the UE inform the network of the PCell failure via the SCell.
In RAN2#107, there were several contributions proposing MCG/PCell recovery via SCell [1][2][3][4][5], while other contributions argues against the introduction of recovery via SCell [6][7][8]. This section is an attempt to find progress on this topic and prepare a proposal to be agreed in RAN2#107bis.
When a radio link failure is detected on the PCell, based on the current specification in 3GPP TS 38.331, RRC connection re-establishment is triggered with a consequent connection interruption. However, when considering use cases with stringent requirements in terms of reliability and latency, e.g., URLLC, triggering RRC connection re-establishment would cause an interruption time that may not be desirable or even tolerable. 
[bookmark: _Toc7707492][bookmark: _Toc7707513][bookmark: _Toc19011498]For use cases such as URLLC, when experiencing RLF on the PCell, triggering RRC connection re-establishment would cause an interruption time that may not be tolerable.
To avoid the interruption in the connectivity, for a UE configured with CA, a straightforward solution would be to let the UE transmit a failure message (e.g. FailureInformation) via the SCell to the network that can then take the necessary actions and possibly avoid the RRC connection re-establishment procedure. In addition, this solution allows an alignment with the agreements made in RAN2#99 meeting where for a logical channel restricted to SCell(s) only, the UE reports the failure to the gNB via the failure information procedure but does not trigger RRC re-establishment. 
Since communication via the PCell may not succeed after detection of PCell RLF, a prerequisite for the failure reporting via SCell is that either CA duplication is configured for SRB1 or at least one of the configured SCells need to be configured with PUCCH/PDCCH resources, to support UL scheduling request, DL scheduling assignment and HARQ signaling even with failed PCell, such that the UE can inform the network of the PCell failure and receive the consecutive RRC reconfiguration with sync message via SCell after the PCell RLF. 
Question 1: Do companies agree to introduce a procedure for fast PCell recovery via SCell?
	Company
	Yes/No?
	Comments

	OPPO
	No 
	In R10 CA, the Scell does not support the RLF, because the Scell RLM based on CC management. So we think it is a corner case that the Pcell is bad and one Scell is good enough. 
Furthermore, there is no RRC entity for SCell, it is too complex to define a RRC entity for each SCell in UE side and in network side. 
Ericsson: For the sake of clarification, in case of CA duplication there is only one RRC entity (i.e., and the same is for the PDCP ones) that is common to the PCell and SCell. On the other hand, we have one RLC entity for the PCell and another RLC entity for the SCell.

	MediaTek
	No
	To support a new feature, we need first consider the feasibility and use scenario. 
In terms of feasibility, it is unclear to us how UE could transmit/receive on MCG SCell(s) while MCG PCell is out of sync. First CA duplication need to be configured for SRB1 so that RRC message could be sent via 2 RLC entities. Then, to send the UL HARQ ACK, at least one SCell with PUCCH should be configured for one of the SCell(s) mapped to the RLC entity that does not include PCell. Also, all SCells mapped to the RLC entity does not include PCell should belong to sTAG (secondary timing advanced group) because the TA value based on PCell is not trustable. We are not convinced by this kind of “Standalone SCell” operation is feasible. At least RAN1 input is requested.
In terms of use scenario, it seems targeting for stringent requirement of URLLC, which we are not so sure it is also included in this WI. In addition, we believe that PCell should have highest channel quality among all the serving cells (in a cell group). It is hardly to believe that there is performance gain if we choose to use SCell(s) while PCell is down. Note that both SCell with PUCCH and sTAG are optional features, which make the use case (if feasible) quite limited.
In summary, We think it is not necessary to complicate the specification by allowing this behaviour.
Ericsson: We don’t think that the scenario is quite limited. In real deployment, there may be some use case where the PCell is deployed on 3.5 GHz and the SCell on lower frequencies (e.g., 700 MHz). In such a case, it would make sense to have a recovery mechanism on the SCell (i.e., that will have a better and stable coverage) to avoid performing the RRC re-establishment procedure.

	Nokia
	Yes
	

	CATT
	No
	In order to use the SCell as path to transmit MCG failure information to the network, the SCell should at least be configured with UL and DL, configured with PUCCH and configured with sTAG. Some companies argued that the MCG failure information can be sent over good quality SCell. As there is no RLM performed on SCells, it is questionable the definition of “good quality SCell”. Note that even for SCG, S-RLF is used as a mechanism for detecting the suitability of SCG for MCG failure indication transmission. 
Moreover, there is no differentiation of quality of CA cells. All configured CA cells are considered as to provide the required quality of service by any application. We think it is most likely that the most suitable cell would be configured as PCell by the network. Considering all above points, we don’t see the justification of introducing MCG failure information transmission via SCell.


	Sharp
	No
	Considering no RLM in Scell, the transmission is not reliable, e.g. the selected Scell could suffer BFR. Moreover, such a Scell should be configured with UL resource to report failure.

	Apple
	Yes
	Since NW can configure different services transmitted via different cells, e.g. eMBB on PCell and URLLC on SCell, it is possible that the SCell has good quality when RLF is detected on PCell. 
Now SCell can be configured with both UL and DL and with PUCCH channel, then it is feasible to recover PCell failure via such SCell. 
Based on above two points, it’d better support PCell fast recovery via SCell, since it can avoid the unnecessary data interruption and reduce the signaling overhead for PCell recovery.

	Samsung
	No
	To support the recovery via SCell, a number of requirements are needed, i.e. 1) SCell should be configured with UL and DL. 2) SCell should be configured with PUCCH. 3) SCell should be configured with sTAG, 4) split SRB1 is configured with only good SCells and so on.
Also it is not always sure if one of SCell is an appropriate cell for the fast recovery. Usually PCell is considered as the best cell. In this case, it is very likely that the guard timer is expired and it means that there is no difference from re-establishment, in terms of the performance on interruption time.

	NEC
	No
	Considering the expected use case and benefit as well explained by MediaTek, we do not see the need of this optimization.

	Ericsson
	Yes
	We think that having a recovery mechanism via SCell when an RLF happen on the PCell would be beneficial to avoid the RRC re-establishment procedure for the same reasons it was added via SCG. Regarding the possible use cases, in addition to URLLC, where an interruption of the connectivity would be not tolerable, there may be also be deployments where the PCell is deployed on 3.5 GHz and the SCell is deployed on lower frequencies (e.g., 700 MHz). In such a deployment, it would make sense to have a recovery mechanism on the SCell (i.e., that will have a better and stable coverage) to avoid performing the RRC re-establishment procedure.

	vivo
	Yes
	If PCell failure happens (e.g., due to RLC failure), we still have one duplicated SRB path to report PCell failure and receive PCell reconfiguration via some SCells

	ITRI
	Yes
	We support fast PCell recovery via SCell so long as the SCell is configured of UL and DL resources and if the UL grand is available for the UE to report the failure.
For a UE configured with CA, network knows the measurement results of PCell and SCells so as to schedule different traffic transmission via each cell. 
It is possible the SCells are still qualified for providing service when PCell failed.

	LG
	No
	In order to transmit the MCG failure information via SCell, the SCell needs to be configured UL/DL and PUCCH. We think this brings specification work.

	Intel
	No
	This is not essential and adds further complexity.

	Qualcomm
	No for licensed NR.

FFS for NR unlicsensed 


	For NR licensed, we think: 
· It should be a corner case that radio condition of SCell is better than PCell
· Note that UE performs RLM only in Pcell
· To report PCell failure indication, SCell needs to satisfy all below conditions which are strict
· SCell should be configured with UL and DL.
· Cell should be configured with PUCCH
· SCell should be configured with sTAG. 
· Assuming PCell failure indication is a RRC message, the UE has to be configured with two RLCs, and performs autonomous path swith:
· One RLC includes PCell
· The other RLC only includes SCells for reporting failure information
· In short, for NR licensed, PCell recovery via SCell requires big spec change / efforts for a corner case and strict conditions. At this stage of WI, we don’t prefer to pursue it.

For NR unlicensed, we think it may be a more practical scenario where PCell failure due to interference is a more real problem. Thus, maybe it can be FFS in NR-U.

	Xiaomi
	Yes
	As illustrated in the figure, PCell works on FR1 and SCell works on FR2, and they are not co-located. This is a typical use case for using FR2 for hotspot. For FR2, PUCCH/PDCCH might need to be configured due to the numerology difference. If UE locates within the range of FR2, the radio link of FR1 is more likely to be worse than FR2. In sum, we think this is a valid use case, and not corner.
[image: ]

	Spreadtrum
	No
	Fast PCell recovery via SCell may not work in some situations. If SCell is not configured with UL, or is not configured with PDCCH/PUCCH, UE can’t send or receive message properly via SCell. If the TAG of SCell is the same as PCell, UE can’t perform data transmission in the SCell when PCell TA is not maintained. And when PCell failure occurs, SCell may be in bad radio condition too.

	ZTE
	Yes
	We see the benefits of supporting fast PCell recovery via SCell. And we also think the quality of SCell could be better than PCell in real deployment. But we slightly prefer to treat it with low priority until finish the work on MCG fast recovery via SCG.

	Huawei
	No
	As illustrated as MediaTek, CATT and Samsung, in order to enable “PCell failure via SCell”, there is quite a lot of standardization effort needed, considering the potential use cases and benefit, as well as the limited time in R16, we do not see the necessity to specify this solution in R16.



Rapporteur summary: Among the responding companies, there was a slight majority for not introducing PCell recovery via SCell in Rel-16: 
· Yes: Nokia, Apple, Ericsson, vivo, ITRI, Xiaomi, ZTE (=7 companies)
· No: Oppo, MediaTek, CATT, Sharp, Samsung, NEC, LG, Intel, Qualcomm (for licensed NR), Spreadtrum, Huawei (=11 companies)
Companies had concerns regarding the feasibility of recovery via SCell, e.g. since RLF is not supported on SCell, also whether transmission/reception in SCell is feasible when DL sync is lost in PCell. There were also concerns that a lot of standardization effort would be needed in order to support PCell failure via SCell, and that it would therefore be challenging to complete the work in Rel-16 timeframe. Considering the input and limited time left to complete Rel-16, the rapporteur suggests to follow the majority view, i.e.:
[bookmark: _Toc528864245][bookmark: _Toc20900562][bookmark: _Toc21008638]Fast PCell recovery via SCell is not introduced in Rel-16.

However, there was a fairly large share of the responding companies that supported the introduction of fast PCell recovery via SCell. There were also clarifications on how the challenges raised by some companies could be overcome, e.g. by configuring PDCP duplication on SRB1, SCell with PUCCH/PDCCH allocations etc. It is also not clear that the quality of PCell is always better than SCell in real networks. Some deployments were mentioned in which this can be particularly the case e.g. PCell operating in higher band (e.g. 3.5GHz) in order to support high UL bit rate for single Tx UE and SCell operating in low band increasing robustness, or pico deployment where UE is in close vicinity of FR2 pico. Therefore, rapporteur would like to suggest that Fast PCell recovery via SCell should be considered for Rel-17 scope.
[bookmark: _Toc20900563][bookmark: _Toc21008639]Fast PCell recovery via SCell to be considered in Rel-17.

Assuming a positive response to question 1, the next question is to consider the RRC procedure for PCell recovery via SCell. Based on the contributions so far, the following options have been proposed:
a) MCG Failure Information. The new MCG failure information procedure which is currently being specified for MR-DC could be considered as basis for the failure reporting procedure. However, that procedure like the SCG failure information procedure will be defined only for the MR-DC case, including suspension of the whole MCG, reset of MCG-MAC and stopping of T304, all of which will not be feasible for the UE in CA case.
b) Failure Information. Failure information procedure can be used as a basis, which is already supported also for the case of RLC retransmission failure in CA in single cell group, for logical channels mapped to Scells only. In order to provide the network with necessary information to create a new UE configuration, the message needs to be enhanced with measurement information. For more information, see [1].
c) Enhanced RRC reestablishment. RRC reestablishment with cell selection involves a number of tasks: detection and synchronization, measurements, reception of broadcast information, interaction with NAS, suspending all RBs, etc. However, as pointed out in [2], if the UE were to select a cell that was configured as an SCell before RLF, not all these steps would be required, and the re-establishment procedure could be simplified to reduce the overall latency to recover from RLF. For more information, see [2].

Question 2: Which of the following procedures should be considered for Pcell recovery via SCell:
a) MCG failure information reporting
b) Failure information reporting
c) Enhanced RRC re-establishment

	Company
	Option
	Comments

	MediaTek
	
	We do not support Pcell recovery via SCell. However, we would like to make some comment on option ©. We don’t think it belongs to PCell recovery via “SCell”. It still triggers RRC re-establishment but may be skip some steps in case that the UE happens to select an old SCell as its new PCell. We assumes that no change on cell selection procedure and anyway RB need to be suspend. 
Further details could be discussed if majorities are interested in the method c).

	Nokia
	Option c)
	Since this is a recovery procedure more like c)

	CATT
	
	We have similar view to MediaTek that option C doesn’t necessarily be considered as fast recovery via Scell. Option c is more of optimization of RRC re-establishment procedure. 

	Apple
	Option b)
	We should avoid the data interruption on the good SCell during the recovery procedure.

	Samsung
	b) 
	We do not support PCell recovery via SCell. 
FailureInformation is used for reporting failure of RLC entity and corresponding cells. The purpose of the message is similar to this case. 

	NEC
	
	We do not support this function. Only if the function is to be introduced, only option c) may make sense.

	Ericsson
	b)
	We already use the failure information procedure in CA when a failure happens on the SCell and the purpose of such procedure is to report generic failure to the network.
For the DC case, instead, we use the SCG/MCG failure information procedure for reporting RLF detected on the SCG or MCG.
Therefore, we think that it would good to keep the recovery procedures different for the DC and CA cases, and re-use the failure information procedure also for the PCell RLF to have a generic procedure in case of CA.

	vivo
	Option c)
	Enhanced RRC re-establishment as a simple solution

	ITRI
	Option b)
	UE triggers Failure Information procedure upon detecting failure of RLC bearer, It is aligned with current RRC behavior. UE can include measurement results in FailureInformation message to assist network reaction upon PCell failure.
It is preferable not to trigger RRC re-establishment procedure thus we share the same view with MediaTek that option c) should not be considered for PCell fast recovery. 

	Qualcomm
	b) 
(if we agree PCell recover via SCell )
	We do not support PCell recovery via SCell in NR licensed. If we agree the general concept of PCell recovery via SCell, then we think b) is the only option. Furthermore, some enhancements are required based on b), e.g. the restriction of CA duplication has to be removed.
Not sure how option a) works for CA case..
We do not prefer Option c) because it introduces changes to the cell selection procedure. 


	Xiaomi
	b
	

	ZTE
	Option a)
	We prefer to reuse the MCG failure information reporting procedure to have a unified solution for both PCell and MCG fast recovery. Some remarks as below:
- MCG failure information message contains failure type and measurement results can help PCell for identify other good cells;
- Guard timer needs to be introduced for PCell failure report procedure to control the overall interruption time caused by Pcell failure since no RLM performs on SCells. And the guarder timer has been introduced for MCG failure report procedure;
- In case of CA duplication is not configured for UL SRB1, the UE needs to switch the primaryPath to enable to report the PCell failure information to the network. And the similar primaryPath switch mechanism has been considered in MCG failure report procedure.
Besides, some difference can be considered for UE behaviour upon initiation of PCell fast recovery via SCell, e.g. the UE shall suspend PCell transmission but not for SCell(s), and do not reset the MCG-MAC. 



Rapporteur summary: Among the responding companies, there was a clear majority for going with option b), in case there is a decision to introduce PCell recovery via SCell: 
· Option a): ZTE
· Option b): Apple, Samsung, Ericsson, ITRI, Qualcomm, Xiaomi
· Option c): vivo
In line with proposal 2, the rapporteur suggests that whether option b) can be taken as basis for introduction of fast PCell recovery via SCell can be considered during the Rel-17 work.
[bookmark: _Toc20900564][bookmark: _Toc21008640]Whether the Failure Information procedure is taken as basis for fast PCell recovery via SCell can be considered during the Rel-17 work.

The next question is to discuss the failure cases to report via SCell. As a starting point, let’s consider the same triggers agreed for MCG failure recovery via SCG, namely
· Physical layer problem
· Random access problem
· Maximum number of retransmissions
Physical layer problem
Physical layer problems on the PCell are detected in the UE upon receiving N310 consecutive “out-of-sync” indications from the lower layers, referred to as radio problem detection in Figure 1 [4]. According to current specifications, the UE then starts T310. During T310 (T1 in figure), the UE lower layers will try to recover by regaining sync. If during this time N310 consecutive “in-sync” indications are received from lower layers, the UE will stop T310 for the Pcell and resume normal operation. However, if recovery is not successful and T310 expires, the UE will declare radio link failure and trigger cell selection and the RRC connection re-configuration procedure. Since performing cell selection and RRC re-establishment cause a significant outage time for the UE, during which communication with the network is not possible, T310 is typically set conservatively (e.g. 1-2 seconds) to avoid premature detection of RLF. This means that for the cases where the UE is not able to recover the connection by itself, recovery by means of RRC re-establishment will cause a rather long interruption.
[image: ]
[bookmark: _Ref16067629]Figure 1: Radio Link Failure
One issue with this behavior is that the network is not aware of ongoing physical layer problems in the UE until it triggers RRC connection re-establishment. For the case where the UE is configured with CA, with an SCell configured with PDCCH/PUCCH resources or SRB1 configured with CA duplication, the UE could communicate with the network via SCell also during times of Pcell out-of-sync. This would allow the UE to inform the network of ongoing physical layer problems in the UE before T310 expires, giving the network the opportunity to reconfigure the UE, e.g. to change Pcell, if measurement information is provided in the indication. In this way the the RRC re-establishment and corresponding interruption could be avoided. 
[bookmark: _Toc19011499]The interruption time caused by physical layer problems can be reduced significantly by introducing the possibility for a UE configured with SCell with PDCCH/PUCCH resources or SRB1 configured with CA duplication to inform the network of ongoing physical layer problems.

Question 3: Do companies agree that fast recovery via SCell is supported for physical layer problems on Pcell? 
	Company
	Yes/No
	Comments

	Nokia
	Yes
	We understand from the question that this is supported for the part where the PHY problem on Pcell is defined by the expiry of T310. This is the basic functionality of allowing recovery via. SCell should be RAN2 priority to specify. We do not think that additional enhancements on top are needed at this point in time.

	CATT
	No
	There is no guarantee that SCell is better quality than Pcell at the time of physical layer problem detected on Pcell. And there is no RLM performed on Scell. 


	Apple
	Yes
	Same view as Nokia.  

	Samsung
	No
	If the physical layer problem of Pcell is detected, it is very likely that SCell is not stable. In that case, the recovery via SCell is not an efficient solution.

	NEC
	No
	We do not think further discussion is necessary for recovery via SCell..

	Ericsson
	Yes
	We think that physical layer problems should be one of triggers for the recovery procedure in case of Pcell RLF.

	Vivo
	Yes
	Pcell failure report via PUCCH SCell for fast recovery is always feasible. Or if SRB1 CA duplication is configured and activated, Pcell failure reporting can be sent over SRB1.

	ITRI
	No
	Pcell may recovery from the physical layer problem before T310 expired. When Pcell fast recovery via SCell is supported, allowing UE to inform an ongoing/uncertain issue (e.g. before the expiry of T310) may bring about unnecessary message overhead and network reaction.

	Xiaomi
	Yes
	

	ZTE
	Yes
	Same view as Nokia



[bookmark: _Hlk20853710]Rapporteur summary: Among the responding companies, there was a slight majority of companies supporting fast PCell recovery via SCell for physical layer problems on Pcell: 
· Yes: Nokia, Apple, Ericsson, vivo, Xiaomi, ZTE (=6 companies)
· No: CATT, Samsung, NEC, ITRI (=4 companies)
However, given proposal 2 and the fact that not all participating companies responded to this question, rapporteur proposes that whether or not physical layer problems is considered as trigger for fast PCell recovery via SCell can be discussed in more detail as part of the work in Rel-17.
[bookmark: _Toc20900565][bookmark: _Toc21008641]Whether physical layer problem is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.

The timing of the network notification could be timer controlled, relative to the detection of physical layer problems in the UE. The following alternatives can be envisioned:
1) A new timer is introduced to control the transmission the notification. The new timer is started at the same time as T310. Once the new timer expires, the UE sends the notification to inform the network of the ongoing physical layer problems it is experiencing. The network configures the new timer to be shorter than T310 to allow time for the transmission of the notification and for the network to respond with a reconfiguration with sync. In case the network is not able to provide the UE with a better configuration, or if the UE fails to deliver the notification to the network, the UE will declare radio link failure once T310 expires as in legacy and trigger the RRC connection re-establishment procedure. 
2) The notification is transmitted once T310 expires. Upon transmission of the notification, UE does not declare RLF, but a timeout timer is started as in the MCG failure case. The network configures the timeout timer long enough to allow for the transmission of the notification and for the network to respond with a reconfiguration with sync. In case the network is not able to provide the UE with a better configuration, or the UE fails to deliver the notification to the network, the UE will declare radio link failure once the timeout timer expires and trigger the RRC connection re-establishment procedure. 
Regarding the above two alternatives, the following can be noted:
· A benefit of alternative 1 is that it enables the UE to send the notification before T310 expires, such that the network is informed of the ongoing physical layer problems in the UE and can trigger a reconfiguration to e.g. change the PCell. In this way the RRC re-establishment and interruption can be avoided, if the network can provide a better configuration for the UE before T310 expires.
· With alternative 2, the value of T310 could also be set shorter, but since the value of T310 is cell specific, broadcast in SIB1, it has to be common for all UEs. UE specific T310 is only possible in BWP without common search space. Since legacy UEs will not support Pcell fast recovery, setting a lower value for T310 may not be preferred, as it would cause increased number of RLFs among legacy UEs. Thus alternative 2 will not allow UE to send early indication of physical layer problems.

Question 4: Which of the following alternatives should be used for triggering the notification of physical layer problems:
a) A new timer is introduced. The new timer is started at the same time as T310 and the notification is sent when the new timer expires. If reconfiguration with sync is not received before T310 expires, the UE declares RLF and triggers RRC connection re-establishment.
b) The notification is sent when T310 expires. The UE does not declare RLF but starts a timeout timer. If reconfiguration with sync is not received before the timeout timer expires, the UE declares RLF and triggers RRC connection re-establishment.
c) Other means? 
	Company
	Option
	Comments

	Nokia
	b)
	Please see response to Q3. We consider that T310 seems sufficient for the purpose of determining RLF. Using another shorter timer would add false alarms without actual RLF.

	CATT
	
	We don’t think fast recovery should be supported via Scell for physical layer problem of Pcell.

	Apple
	b)
	

	Samsung
	None
	a) If the timer is expired earlier than T310, UE triggers reconfiguration so frequently. It could be recovered before T310 expiration. Moreover, in case of T310 is running, it is very likely that other cells are not good. So, option a) is not efficient.
b) Usually T310 is set to large value, e.g. 1sec which has large interruption time. Recovery via SCell would have additional delay which is not desirable. So, option b) is not efficient, either.

	Ericsson
	a)
	With option a) the network will be informed when the PHY layer problem are still ongoing but no RLF is declared yet. In such a case, the network can react timely and send to the UE a reconfiguration to perform a Pcell change by avoiding, in this way, an interruption in the connectivity.
In we go for option b), instead, since T310 is cell specific, also the SCG/MCG failure procedure will also be impacted in case the network wants to set the T310 to a shorter value.
For these reasons, we believe that a cleaner solution would be to have a new timer for the Pcell RLF.

	Vivo
	b)
	For unified fast recovery solution, the guard timer used for MCG failure can also apply to Pcell failure.

	ITRI
	b)
	

	Xiaomi
	b
	

	ZTE
	b)
	We think using T310 expiry as trigger condition would be sufficient, if short timer length is preferred, network can use rlf-TimersAndConstants in SpCellConfig to provide UE specific T310, and it can differentiate MCG/SCG. 
In addition, we prefer to have a unified guard timer solution for PCell failure report and MCG failure report. 



Rapporteur summary: Among the responding companies, there was a clear majority of companies supporting alternative b), i.e. the notification is sent when T310 expires, after which a timeout timer is started:
· Alternative a): Ericsson (=1 company)
· Alternative c): Nokia, Apple, vivo, ITRI, Xiaomi, ZTE (=6 companies)
However, given proposal 2 and the fact that not all participating companies responded to this question, rapporteur proposes that detailed aspects around fast PCell recovery via SCell like timer handling is discussed in more detail as part of the work in Rel-17.
[bookmark: _Toc20900566][bookmark: _Toc21008642]Detailed timer handling for fast PCell recovery via SCell can be further discussed as part of Rel-17 work.

Upon receiving the notification from the UE, the network can take appropriate action to reconfigure the UE to resolve the physical layer problem. The measurement information provided by the UE can be used to e.g. change the PCell by RRC reconfiguration with sync.
To illustrate the required specification changes needed for the case where FailureInformation is used as the notification, we have provided a separate draft CR to 38.331 to RAN2#107 [9].
Random access problem
Random access problem is indicated by MAC when random access preamble transmission has reached the maximum number of transmissions for SpCell. For Pcell, this will cause the UE to determine MCG RLF and trigger the RRC connection re-establishment procedure if AS security is activated and SRB2 and at least one DRB is established, unless certain RRC procedures are pending (RRC connection establishment/re-establishment/resume, RRC reconfiguration with sync or cell (re)selection).
For a UE configured with CA, instead of triggering RRC connection re-establishment immediately upon detecting random access problem as described above, recovery could be faster in case the UE retries random access on one of the configured Scells, and transmits a failure message in order to inform the network about the random access problem. 
[bookmark: _Toc19011500]Recovery from random access problem on Pcell could be improved by letting the UE retry random access and transmit failure message on one of the configured Scells.
However, in case this recovery from random access problem via SCell fails, it could result in a longer recovery time compared to legacy cell re-selection and RRC re-establishment. 
[bookmark: _Toc19011501]In case recovery from random access problem via SCell fails, it could lead to a longer recovery time compared to legacy RRC re-establishment.

Question 5: Do companies agree that fast recovery via SCell is introduced for recovery from random access problem on Pcell? 
	Company
	Yes/No
	Comments

	Nokia
	Yes
	

	CATT
	No
	This procedure will delay the recovery of the connection compared to legacy RRC re-establishment. Also if more than one Scell is configured, how many Scells should the UE try before declaring RLF?

	Apple
	Yes
	

	Samsung
	No
	

	Ericsson
	Yes – with comments
	We think the main drawback of allowing the triggering of the fast recovery via SCell in case of random access problem is that, if the SCell fails, the whole procedure may result in a longer recovery time than doing RRC re-establishment.
Even if we believe this could be a possible trigger for the Pcell RLF, we are also fine to leave it out and not support this triggering if other companies think is not needed.

	Vivo
	Yes
	This would increase the chance of Pcell recovery from random access problem

	ITRI
	No
	If there is no UL grant of the SCell available for the UE to report Pcell failure, performing RA to SCell may prolong recovery time for the SCell may not in good quality.

	Xiaomi
	Yes
	We think the situation is similar to failure information transfer. If SCell is good enough, the possibility of RACH failure on SCell would be very low. The UE would make the decision whether to choose reestablishment or fast recovery.

	ZTE
	Yes
	



Rapporteur summary: Among the responding companies, there was a slight majority of companies supporting fast PCell recovery via SCell for random access problem on Pcell: 
· Yes: Nokia, Apple, Ericsson, vivo, Xiaomi, ZTE (=6 companies)
· No: CATT, Samsung, ITRI (=3 companies)
However, given proposal 2 and the fact that not all participating companies responded to this question, rapporteur proposes that whether or not random access problem is considered as trigger for fast PCell recovery via SCell can be discussed in more detail as part of the work in Rel-17.
[bookmark: _Toc20900567][bookmark: _Toc21008643]Whether random access problem is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.

Maximum number of retransmissions
In NR, for the sake of harmonization with the DC case, in CA duplication there are two RLC entities linked with one PDCP entity that take care of the duplication (i.e., see Figure 1). To avoid that copies of the same PDCP PDU are transmitted on the same cell, each logical channel involved in CA duplication is restricted to a set of cells. 


Figure 2: CA duplication in standalone NR
According to current specifications, if max number of retransmissions are reached for MCG RLC and CA duplication is configured and activated, and for the corresponding logical channel allowedServingCells includes only SCell(s), the UE initiates the Failure Information procedure to report the RLC failure but does not trigger RRC re-establishment.
To avoid the interruption in the connectivity, for a UE configured with CA duplication on SRB1, the RRC connection re-establishment procedure could be avoided also for the case where the RLC failure occurs for a logical channel for which allowedServingCells includes the PCell. There is good possibility that the FailureInformation message reaches the network, since even if the Pcell transmission may fail, the transmission via SCell can succeed. 
[bookmark: _Toc19011502]For UEs configured with CA duplication on SRB1, the added signaling robustness can justify sending failure message to the network to report RLC failure, even for the case where allowedServingCells includes Pcell.
[bookmark: _Toc19011507]Question 6: Do companies agree that fast recovery via SCell is introduced for recovery from RLC failure on Pcell? 
	Company
	Yes/No
	Comments

	Nokia
	Yes
	Sending the FailureInformation should be restricted to an RLC not mapped to any cells where the failed RLC is mapped.

	CATT
	No
	

	Apple
	Yes
	

	Samsung
	No
	

	Ericsson
	Yes
	This is the same triggering condition of the SCell RLF and thus it should be supported also for the Pcell RLF.

	Vivo
	Yes
	

	ITRI
	Yes
	

	Xiaomi
	Yes
	

	ZTE
	Yes
	



Rapporteur summary: Among the responding companies, there was a clear majority of companies supporting fast PCell recovery via SCell for RLC Failure on Pcell: 
· Yes: Nokia, Apple, Ericsson, vivo, ITRI, Xiaomi, ZTE (=7 companies)
· No: CATT, Samsung (=2 companies)
However, given proposal 2 and the fact that not all participating companies responded to this question, rapporteur proposes that whether or not RLC Failure is considered as trigger for fast PCell recovery via SCell can be discussed in more detail as part of the work in Rel-17.
[bookmark: _Toc20900568][bookmark: _Toc21008644]Whether RLC Failure is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.

2.1.2	Other means?
Question 7: Do companies like to bring up other means of recovery that should be considered in this release? 
	Company
	Slogan
	Description

	OPPO
	RRC Reestablishment to SN RAT
	In some case, the UE may be hard to find a suitable cell in MN RAT, e.g. in NE-DC case, the NR coverage is not wide coverage and the UE may find a suitable cell is LTE cell, not NR cell. In order to improve successful possibility of the RRC Reestablishment, it is beneficial to allow the UE initialize the RRC Reestablishment procedure toward to SN RAT if 5GC is connected. 

	
	
	

	
	
	

	
	
	



Rapporteur summary: Only one company provided input on other means of recovery that should be considered. Since there was no support for this proposal from other companies, rapporteur suggests it is not pursued in Rel-16.
[bookmark: _Toc20900569][bookmark: _Toc21008645]RRC re-establishment to SN RAT is not pursued in Rel-16.

2.2 Issues of outstanding SRB1 PDCP packets
In RAN2#106, it was agreed that:
	=>	We will not introduce any mechanism to address this issue resulting from PDCP in sequence delivery.

However, in RAN2 #107, there were a number of contributions that still addressed the issue of PDCP re-ordering during MCG failure recovery [10] [11][12], where it was proposed to re-consider the issue. The issue raised is that there can be situations where there are UL or/and DL RRC messages (that was sent via SRB1) pending when MCG failure recovery is triggered. For the UL, this means that if the network was employing in sequence delivery of RLC and/or PDCP packets, it may not receive the MCG failure information. For the DL, if in sequence delivery of RLC and/or PDCP packets was configured, the UE may not receive the RRC reconfiguration with sync message that will recover the MCG and resumes the MCG transmission. 
The solution proposed in [10] was arguing that the usage of a guard timer will be sufficient to resolve any deadlock situation, since the re-establishment will be triggered when the guard timer expires. 
In [11], for the case of UL, it was proposed for the UE to retransmit the outstanding PDCP PDUs before the transmission of the MCG failure information. To resolve the deadlock in the DL, it was proposed for the UE to send information about the first missing DL PDCP PDU for the SRB1 in the MCG failure information, so that the network could re-send those missing PDUs before sending the RRC reconfiguration message in response to the MCG failure information.
In [12], it was proposed that the DL problem can be resolved via the UE autonomously switching to out of sequence delivery for the SRB1 PDCP (or equivalently set the t-reordering to 0ms) upon the transmission of the MCG failure information. For the UL, it was proposed to leave it up to network implementation.
Question 8: Do companies think there should be a mechanism to resolve outstanding UL/DL RRC deadlock messages situation upon the triggering of MCG failure recovery, or that the guard time agreed in RAN2 #107 is sufficient to resolve any UL/DL deadlock situation?  Please answer Yes if a new mechanism is required, and No if you think the guard time is enough.
	Company
	Yes/No
	Comments

	OPPO
	No 
	Guard time is enough. 

	MediaTek
	No
	RRC message exchange is not frequently in real NW, the possibility of MCG RLF in between RRC message exchange should be low. We think that guard timer is enough.

	Nokia
	No
	

	CATT
	No
	We think the agreed guard timer can take care of this situation, if occurred. 

	Sharp
	No
	It could be a corner case as discussed before and guard timer could release the UE from the lock.

	Apple
	No
	

	Samsung
	Yes for DL
	For the downlink, UE could have already received the recovery message via SRB1. In this case, the guard timer unnecessarily triggers RLF.
We understand that the guard timer is agreed to cope with the packet loss in the backhaul link, i.e. the failure report or recovery message is not reached to the receiver. However, the downlink reordering problem is about the case that the recovery message is successfully delivered to the UE side. Thus RLF procedure is not necessary. 

	NEC
	No
	Guard timer is sufficient for fallback.

	Ericsson
	No
	The guard timer should be enough to solve this issue

	vivo
	No
	As the guard timer is configurable, it can be set deal will UL/DL RRC deadlock message situation that may happen during MCG failure recovery.

	ITRI
	No
	We think the deadlock might happen rarely. Guard timer would do for the case.

	LG
	Yes
	In order to prevent triggering the unnecessary RRC Connection Re-establishment, the deadlock situation should be resolved.
For UL, if the deadlock situation is not resolved, the UE may not receive an RRC message containing the MCG failure recovery from the network. This is because the network does not process the RRC message containing the MCG failure indication received from the UE due to PDCP SN gap. In this case, the UE triggers the RRC Connection Re-establishment due to the expiry of the guard timer. In other words, the UE unnecessarily triggers the RRC Connection Re-establishment due to pending UL RRC message although the UE can recover the MCG failure when receiving the RRC message containing the MCG failure recovery from the network. Note that this case can happen in DL as well.

	Intel
	No
	Guard time is enough for a standardised solution.  Network implementations are possible to get around this.

	Qualcomm
	No
	We think that the guard timer is enough. 
We do not prefer that new mechanisms, as proposed by various companies [11][12] and which involve changes to the PDCP specifications, are introduced to handle this issue which should occur rarely.              

	Xiaomi
	No
	Guard timer is enough.

	Spreadtrum
	No
	The guard timer is enough.

	ZTE
	Yes 
	The UL/DL deadlock situation will delay the MCG recovery time. Besides, another key issue for the outstanding PDCP packets is the NW has no idea when the MCG fast recovery is triggered, and the NW may still deliver the RRC message after the MCG fast recovery procedure is triggered, but before the MCG failure information message is received. If there is another RRC reconfiguration message on the fly, then the procedure may fail (e.g. MCG recovery failure in case there is a on the fly HO command).

	Huawei
	Yes
	This situation is likely to happen, and fallback to RRC reestablishment due to guard timer expiration is not a good solution, since it wastes time to do meaningless “fast recovery” before RRC reestablishment.
For UL, since UE is clear about the SRB1 PDCP PDUs without ARQ ACK sending via MCG RLC bearer, the UE can retransmit the PDCP PDUs via SCG RLC bearer before the transmission of the MCG failure information.
For DL, the network can do the similar handling, i.e. retransmission of PDCP PDUs without ARQ ACK sending via MCG RLC bearer before.



Rapporteur summary: Among the responding companies, there was a clear majority of companies supporting not to introduce further mechanisms to resolve outstanding UL/DL RRC deadlock messages situation upon the triggering of MCG failure recovery: 
· Yes: Samsung (DL only), LG, ZTE, Huawei (=4 companies)
· No: OPPO, MediaTek, Nokia, CATT, Sharp, Apple, NEC, Ericsson, vivo, ITRI, Intel, Qualcomm, Xiaomi, Spreadtrum (=14 companies)
In summary, rapporteur proposal is to rely on the newly introduced guard timer and not to introduce further mechanisms to resolve outstanding UL/DL RRC deadlock messages situation upon the triggering of MCG failure recovery.
[bookmark: _Toc20900570][bookmark: _Toc21008646]No further mechanisms are introduced to resolve outstanding UL/DL RRC deadlock messages situation upon the triggering of MCG failure recovery.

Question 9: If the answer to Question 8 is yes (i.e. new mechanism is required), what is the preferred solution to resolve the possible DL deadlock situation?
a) UE includes information about the last received SRB1 PDCP PDU in the MCG failure information report ([11])
b) UE autonomously resorts to out of sequence delivery or sets t-reordering for SRB1’ PDCP ([12])
c) Other means, please describe in the table.
	Company
	Option
	Comments

	Samsung
	b)
	For the uplink case, the guard timer resolves the issue. Thus additional bit indication is not necessary.

	LG
	a)
	We think that both Options can resolve the DL deadlock issue. However, Option b) has a specification impact on that the t-Reordering procedure is changed from in-order delivery to out-of-order delivery. Of course, Option a) has a specification impact to contain the COUNT information for the last received SRB1 PDCP PDU. However, we think the Option b) has a more specification impact than Option a). Thus, we prefer Option a)

	Qualcomm
	Option b) with modifications
	As indicated in our response to Question 8, we think that the guard timer is enough. However, if a majority of companies prefer to introduce new mechanisms to handle the issue, we indicate our preferences in responses to this question and Question 10.
Our preference is Option b) with modifications as described in the following. UE accepts the PDCP out-of-order delivery of only the first received RRC message from the network (the network response) after transmitting the MCG Failure Information message. Thereafter, regular in-sequence mode of PDCP operation should be resumed.
The solution where t-reordering is set to zero for SRB1 PDCP is not preferred by us.

	ZTE
	c)
	If split SRB1 is used, the key point to solve this issue is whether special behaviour is needed on UE side to identify the PDCP packet for the MCG fast recovery response (i.e. RRC reconfiguration message), and treat this packet directly even there is some gaps in the reordering queue.
Thus we propose to add an indicator in RRC message to indicate whether the RRC reconfiguration is the response to the MCG failure recovery. Then the UE behaviour can be considered as follows:
· Step 1: Once the MCG failure information is sent, the UE stop the PDCP reordering function in SRB1.
· Step 2: Unless UE receive the RRC reconfiguration message linked to the MCG failure recovery, which is identified by one IE in the RRC reconfiguration message, the UE ignores all the DL RRC message received.
Step 3: Once the RRC reconfiguration message linked to the MCG failure recovery is received, the UE take the behaviour as configured in the message. (If there is on-going RRC reconfiguration message without ACK, then NW will use full configuration in the RRC reconfiguration message for the MCG failure recovery)

	Huawei
	c)
	The network can retransmit the PDCP PDUs without ARQ ACK sending via SCG RLC bearer after it is aware of MCG failure based on received MCGFailureInformation. However, this may not need to be captured in the spec.



Rapporteur summary: As the majority response for question 8 is no, (i.e. new mechanism is not required) this question is irrelevant, and no proposal is made.

Question 10: If the answer to Question 8 is yes (i.e. new mechanism is required), what is the preferred solution to resolve the possible UL deadlock situation?
a) UE retransmits pending/unACKED SRB1 PDCP PDUs ([11])
b) left to network implementation ([12])
c) other means, please describe in the table.
	Company
	Option
	Comments

	Samsung
	c) guard timer is enough.
	

	LG
	a)
	For Option b), it is required that the network checks the PDCP PDU for SRB 1 is received from which leg. In other words, the network always checks the reception of the PDCP PDU from which leg for all UEs to identify the MCG failure even if all UEs do not suffer from MCG failure. Thus, Option b) increase huge network overhead. 
For Option a), it can simply resolve the UL deadlock situation without network overhead. 
Considering the network overhead point of view, we prefer Option a)

	Qualcomm 
	Option b)
	As has been agreed in RAN2#106, we prefer that no new mechanism is introduced, which in effect means that it is left up to network implementation (Option b)).

	ZTE
	b)
	For UL, in case the PDCP duplication is configured for split SRB1, no such issue will happen. While, in case the PDCP duplication is not configured, the network shall be aware of the UL PDCP PDU for the MCG failure report since the primaryPath for split SRB1 will be implicitly reconfigured to the SCG upon detection of MCG failure. Thus, it can be left to the network implementation to prioritize the processing of UL PDCP PDU from the SCG leg of split SRB1.

	Huawei
	a)
	For UL, since UE is clear about the SRB1 PDCP PDUs without ARQ ACK sending via MCG RLC bearer, the UE can retransmit the PDCP PDUs via SCG RLC bearer before the transmission of the MCG failure information. This can avoid the network to guess the PDCP PDU receiving from SRB SCG RLC bearer is the MCGFailureInformation message, as this kind of behavior may have bad future proof in case of primaryPath switching introduced for other purpose.




Rapporteur summary: As the majority response for question 8 is no, (i.e. new mechanism is not required) this question is irrelevant, and no proposal is made.

2.3 Issues regarding SRB3
In RAN2#107, the following agreements were made:
Agreements
1:	SRB3, if configured, can be used for MCG fast recovery. 
2:	For MCG fast recovery via SRB3, MCG Failure Information message in UL (same message as for SRB1 case) is encapsulated by the UE into an SN RRC message.
3:	For MCG fast recovery via SRB3, the MN response message in DL (either a reconfiguration with sync or release message) is encapsulated by the SN in an SN RRC message.
FFS Transmission of the complete message

According to the following agreements, there is still a remaining FFS whether a complete message is needed to be sent by the UE and, if yes, over which SRB. When receiving the MN response encapsulated into the SN RRC message, the UE can receive either a RRCReconfiguration (i.e., triggering reconfiguration with sync) or a RRCRelease. However, is still pending which SN RRC message to use when performing the MCG fast recovery procedure over the SRB3. In order to reduce the signaling overhead, a possible solution for the UL direction would be to use the FailureInformation message to encapsulate the MCGFailureInformation message to be sent to the MN.
[bookmark: _Hlk20855321]Question 11: Do companies agree that the SN FailureInformation message is used to encapsulate the MCGFailureInformation message to be sent to the MN?
	Company
	Yes/No
	Comments

	OPPO
	NO
	We think it is better to use existing “ULInformationTransferMRDC” message in UL.

	MediaTek
	No
	We prefer to encapsulate the MN MCGFailureInformation in SN ULInformationTransferMRDC and send via SRB3. In general, we could consider that ULInformationTransferMRDC is used to transmit the UL transparent message for the other node in DC.

	Nokia
	No
	Unclear why ULInformationTransferMRDC would not be used. To us that seems like the most logical choice.

	CATT
	No
	We also think that ULInformationTransferMRDC could be used.

	Sharp
	No
	

	Apple
	No
	Agree with other companies, we should first consider to use ULInformationTransferMRDC message.

	Samsung
	No
	ULInformationTransferMRDC can be used for uplink, if DLInformationTransferMRDC is used for downlink.

	NEC
	No
	similar view as above comments. ULInformationTransferMRDC seems better choice.

	Ericsson
	Yes
	We think that using the FailureInformation message would be a better solution since this message is generally used to covey failure indications to the network.
However, we don’t have strong preference on this and also the ULInformationTransferMRDC works fine.

	Vivo
	No
	Same view Nokia. We think, we should reuse current mechanism as much as possible.


	ITRI
	No
	We also think ULInformationTransferMRDC could be used. 

	LG
	No
	It is better to use the existing “ULInformationTransferMRDC” message in UL.

	Intel
	No
	For the UL transfer, a transparent model for SN seems simpler as there is no need to involve the SN during the error reporting.  So ULInformationTransferMRDC is a better.

	Qualcomm
	Yes / No
	In our understanding, the solution proposed by rapporteur is to send FailureInformation (extended to carry MCG failure info) in ULInformationTransferMRDC. Specifically:
· Add MCGFailureInformation-r16 in FailureInformation
· claim SRB3 can be used for ULInformationTransferMRDC:
ULInformationTransferMRDC
The ULInformationTransferMRDC message is used for the uplink transfer of MR-DC dedicated information (e.g. for transferring the NR or E-UTRA RRC MeasurementReport message or the FailureInformation message).
Signalling radio bearer: SRB1 or SRB3
Note that 38.331 had specified ULInformationTransferMRDC can only be used for transferring FailureInformatinMessage or MeasurementReport in this release. Thus, it seems a solution with minor spec change. Otherwise, we need to extend the messages which ULInformationTransferMRDC can contain. Not sure whether this understanding is aligned with rapporteur.
The FailureInformation message can be used, but its scope needs to be extended to cover the cases when CA duplication is not configured and activated, and when MCG RLF is not triggered by RLC failure alone, but also due to physical layer failure or MAC layer failure.      

	Xiaomi
	NO
	Agree with others to ULInformationTransferMRDC

	Spreadtrum
	No
	ULInformationTransferMRDC can be used to transfer MCGFailureInformation message.

	ZTE
	No
	We also prefer to reuse the existing ULInformationTransferMRDC message.

	Huawei
	No, but
	We prefer ULInformationTransferMRDC a little, and we can also consider a new RRC message, to avoid to impact the current procedural context to indicate which case to use SRB1 or SRB3 to transfer ULInformationTranferMRDC.



Rapporteur summary: Among the responding companies, there was a clear majority of companies supporting not to use the SN FailureInformation message to encapsulate the MCGFailureInformation message to be sent to the MN:
· Yes: Ericsson, Samsung (DL only), LG, ZTE, Huawei (=4 companies)
· No: OPPO, MediaTek, Nokia, CATT, Sharp, Apple, Samsung, NEC, Vivo, ITRI, LG, Intel, Qualcomm, Xiaomi, Spreadtrum, ZTE, Huawei (=17 companies)
Instead, most of the companies in the “no” camp expressed a preference for using the ULInformationTransferMRDC message. Thus, in rapporteur is inclined to follow the majority view, and therefore make the following proposal:
[bookmark: _Toc20900571][bookmark: _Toc21008647]For MCG fast recovery via SRB3, the MCGFailureInformation message in UL is encapsulated in the ULInformationTransferMRDC message.

For the DL direction, in order to reduce the signaling overhead, a similar message as the ULInformationTransferMRDC (i.e., DLInformationTransferMRDC message) can be used by the SN to deliver to the UE the RRC message generated by the MN (upon the reception of the MCGFailureInformation message). This would have the benefit that no RRC complete message should be send by the UE to the SN.
Question 12: Do companies agree that a new RRC message e.g., DLInformationTranferMRDC message, is used by the SN to encapsulate the MN response (i.e., RRCReconfiguration or RRCRelease message) to be send to the UE?
	Company
	Yes/No
	Comments

	OPPO
	Yes 
	

	MediaTek
	Yes
	

	Nokia
	Yes
	

	CATT
	yes
	

	Sharp
	yes
	

	Apple
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	Ericsson
	Yes
	

	vivo
	Yes
	

	ITRI
	Yes
	

	LG
	Yes
	

	Intel
	?
	The transparent model, where the MN ignaling is transferred transparently by SN using a new DLInformationTranferMRDC seems simpler and it is OK to    to start with as a working assumption.  There are details yet to be worked out on the overall RRC architecture and we can revisit this when we have a better understanding. 

	Qualcomm
	Yes
	

	Xiaomi
	Yes
	

	Spreadtrum
	Yes
	

	ZTE
	Yes
	

	Huawei
	Yes
	



Rapporteur summary: Among the responding companies, all except one company supported to introduce a new RRC message e.g., DLInformationTransferMRDC message, used by the SN to encapsulate the MN response (i.e., RRCReconfiguration or RRCRelease message) to be send to the UE. Thus, rapporteur feels fairly confident in making the following proposal:
[bookmark: _Toc20900572][bookmark: _Toc21008648]A new RRC message, i.e., DLInformationTransferMRDC, is introduced in order to allow the SN to encapsulate the MN response (i.e., RRCReconfiguration or RRCRelease message) to be send to the UE.

Then, let’s analyze the case when the MN decides to send a RRCRelease to the UE upon receiving the MCGFailureInformation message. In case of reception on an RRCRelease, there is no need to send a complete message and the current RRC procedure performed in TS 38.331 clause 5.3.8 can be applied.
Question 13: Do companies agree that when receiving a MN RRCRelease message encapsulated within an SN RRC message, the UE does not send any complete message (either to the MN or SN)?
	Company
	Yes/No
	Comments

	OPPO
	Yes 
	

	MediaTek
	Yes
	

	Nokia
	Yes
	

	CATT
	Yes 
	it should align with the current release message mechanism,

	Sharp
	Yes
	

	Apple
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	Ericsson
	Yes
	

	vivo
	Yes
	

	ITRI
	Yes
	

	LG
	Yes
	

	Intel
	Yes
	Yes, for this specific scenario.   But we need to look at the wider picture to understand the complete RRC architectural framework.

	Qualcomm
	Yes
	

	Xiaomi
	Yes
	

	Spreadtrum
	Yes
	

	ZTE
	Yes
	

	Huawei
	Yes
	



Rapporteur summary: Among the responding companies, all companies agreed that when receiving a MN RRCRelease message encapsulated within an SN RRC message, the UE does not send any complete message (either to the MN or SN). Thus, rapporteur makes the following proposal:
[bookmark: _Toc20900573][bookmark: _Toc21008649]When receiving a MN RRCRelease message encapsulated within an SN RRC message via SRB3, the UE does not send any complete message.

In case the UE receives an RRCReconfiguration message encapsulated within an SN RRC message, the behavior is a bit different. In such a case, the UE will receive a new RRC configuration via SRB3 that has been generated by the MN. Since the reconfiguration with sync may trigger a handover to a new MN, it would make sense to send the RRCReconfigurationComplete message via the SRB1 to the new (target) MN. On top of this, it is not guarantee that in the new RRC configuration received the SRB3 is still configured. For these reasons, same as when receiving RRCReconfiguration via SRB1, when receiving the MN RRCReconfiguration message encapsulated within an SN RRC message via SRB3, the UE should send the RRCReconfigurationComplete message via SRB1 using the new configuration.
Question 14: Do companies agree that when receiving a MN RRCReconfiguration message encapsulated within an SN RRC message via SRB3, the UE sends the RRCReconfigurationComplete message via SRB1 using the new configuration?
	Company
	Yes/No
	Comments

	OPPO
	Yes or no
	If MN RRCReconfiguration trigger a HO to a new cell then then UE will send the RRCReconfigurationComplete to the target cell via SRB1. Otherwise, not sure about it.

	MediaTek
	Yes
	

	Nokia
	Yes
	

	CATT
	Yes 
	The RRCReconfiguration message with sync is generated by the target cell, it should align with the current mechanism, the RRCReconfigurationComplete message should be sent to the target cell via SRB1 of the target cell, no matter it is transmited to the UE via the SRB3 or SCG path of the split SRB1.

	Sharp
	Yes
	

	Apple	
	Yes
	

	Samsung
	Yes
	We prefer a common mechanism irrespective of type of reconfiguration.

	NEC
	Yes
	This will be the essential information from the UE to (target) gNB to complete/confirm the procedure.

	Ericsson
	Yes
	

	vivo
	Yes
	

	ITRI
	Yes
	

	LG
	Yes
	

	Qualcomm 
	Yes
	

	Xiaomi
	Yes
	

	Spreadtrum
	Yes
	

	ZTE
	Yes
	

	Huawei
	Yes
	



Rapporteur summary: Among the responding companies, almost all companies agreed that when receiving a MN RRCReconfiguration message encapsulated within an SN RRC message via SRB3, the UE sends the RRCReconfigurationComplete message via SRB1 using the new configuration. Thus, rapporteur feels confident in making the following proposal:
[bookmark: _Toc20900574][bookmark: _Toc21008650]When receiving a MN RRCReconfiguration message encapsulated within an SN RRC message via SRB3, the UE sends the RRCReconfigurationComplete message via SRB1 using the new configuration.

Another issue that arises when introducing the transmission of MCG Failure Information message via SRB3, is which SRB the UE shall use in case both split SRB1 and SRB3 are configured. There are three options for this:
Option 1: Always use split SRB1. I.e. SRB3 is used only if split SRB1 is not configured;
Option 2: Network can configure which path is used (i.e. split SRB1 or SRB3);
Option 3: Left to UE implementation.

Question 15: Which of the following options should be used for determining which SRB to use for delivering MCG Failure Information message when both split SRB1 and SRB3 are configured?
Option 1: Always use split SRB1. I.e. SRB3 is used only if split SRB1 is not configured;
Option 2: Network can configure which path is used (i.e. split SRB1 or SRB3);
Option 3: Left to UE implementation

	Company
	Option
	Comments

	OPPO
	Option 3
	

	MediaTek
	Option 1
	

	Nokia
	5: Rules specified to UE
	The list of options is not exhaustive. Other options:
4: SRB3 is used whenever allowed by the network.
5: Rules specified to UE
At least when SRB3 is configured with (CA) duplication, it should be used. On the other hand, at the moment of transmission SRB3 may have more unacknowledged PDCP SDUs than split SRB1.

	CATT
	Option 3
	It can be left to Ue implementation

	Sharp
	Option 2
	Explicit configuration is preferred.

	Apple
	Option 2
	If UE supports the recovery via both split SRB1 and SRB3, NW can explicit configure which SRB is for the recovery purpose. 

	Samsung
	Option 4:
SRB3 is always used.
	Since the split SRB1 is a risk that the reordering problem that some packet is not transmit due to MCG failure, SRB3 is a safer solution. So, we prefer to use SRB3.

	NEC
	Option 5
	This may depend on the conclusion for Q16 below.
To make sure the options, we share our understanding first. Option1 is under the assumption that the UE is allowed to send a message via SRB1 and SRB3, if configured. Otherwise, either of two, which is allowed, is used. In this sense, the Option 1 and 2 may not be simply exclusive. If both SRB1 and SRB3 are allowed, it would be straightforward to use SRB1.
Also, it is not sure which (MN or SN) is responsible for allowance of SRB3 for fast recovery. We assume it is SN on top of the MN decision of using fast recovery.
Then, the Option 5 (by Nokia) seems reasonable and the rule can be as follow:
1. Network configures the path which is/are allowed to use.
2. UE selects
 - SRB1, if only SRB1, or both SRB1 and SRB3 are allowed.
 - SRB3, if only SRB3 is allowed.


	Ericsson
	Option 1
	If both Split SRB1 and SRB3 are configured, we think a more efficient solution would be to use the Split SRB1 since the message will directly reach the MN without going via the INM.

	Vivo

	Option 1 or Option 3
	if split SRB1 is configured, split SRB1 is used to avoid unnecessary signaling resulting in using SBR3

	ITRI
	Option 1
	

	LG
	Option 3
	

	Intel
	Option 1
	Split SRB1 is a better option.  If network configures MCG recovery (see also response to next question), then network must support split SRB1 recovery.  Further configurability introduces unnecessary scenarios to be supported in implementations without much benefit.

	Qualcomm 
	Option 1
	Use of Split SRB1 is preferred because it involves lesser SN processing while forwarding messages of the procedure to and from the UE.   

	Xiaomi
	Option 1
	

	Spreadtrum
	Option 1
	It is a simple solution.

	ZTE
	Option 2
	Considering SRB3 based MCG fast recovery requires extra work on NW side, it is possible that one gNB support SRB3 but does not support the SRB3 based MCG fast recovery. So from network perspective, we think it is more flexible for network to indicate the SRB used for MCG fast recovery.

	Huawei
	Option 2
	The basic assumption is that the MN can expect from which path to receive the MCGFailureInformation message. 
For the UE supports MCG failure recovery, the network should be able to configure UE to use this feature or not, based on network capability and policy. And for the UE supports both of split SRB1 and SRB solutions, the MN should be the one to decide which solution to use, to avoid complicated coordination between MN and SN. In this case, at least MN needs to be aware that SRB3 is configured. In R15, the SN is responsible for SRB3 configuration during SN addition or SN change, of which MN is not aware. Therefore, the details of option 2 could include:
1. SN informs MN SRB3 is setup for the UE. FFS: whether MN can require SN to setup SRB3 for the purpose of MCG failure recovery. RAN3 effort is needed.
2. MN explicitly indicate the UE to use split SRB1 solution or SRB3 solution, if the UE supports MCG failure recovery via split SRB1 and SRB3.



Rapporteur summary: Among the responding companies, there was a majority support for option 1:
· Option 1: MediaTek, Ericsson, ITRI, vivo, Intel, Qualcomm, Xiaomi, Spredtrum, (=8 companies)
· Option 2: Sharp, Apple, ZTE, Huawei (=4 companies)
· Option 3: Oppo, CATT, vivo, LG (=4 companies)
· Option 4 (SRB3 is always used): Samsung (1 company)
· Option 5 (Rules specified to UE): Nokia, NEC (2 companies)
In summary, rapporteur proposal is to follow the majority view and propose option 1:
[bookmark: _Toc20900575][bookmark: _Toc21008651]Split SRB1 is always used for the transmission of the MCGFailureInformation message. SRB3 is used only if split SRB1 is not configured.

2.4 Issues regarding configurability 
During the online discussions about MCG failure recovery, it was not clear if MCG failure recovery is always supported as long as split SRB1 or SRB3 are configured, or it could be a network configurable behavior.
Question 16: Can MCG failure recovery be explicitly configured by the network?
a)  Yes (i.e. network can enable/disable MCG failure recovery. FFS if that is on a per-UE basis)
b)  No (i.e. always supported if split SRB1 or SRB3 is configured) 
	Company
	Yes/no
	Comments

	OPPO
	NO
	We think MCG fast recovery is mandatory for the network, but it is optional for the UE. When the MCG failure occurs, it is up to UE implementation to perform the MCG failure recovery or others.
Even if the network has a lower release version, then the etwork will do nothing and we have the guard timer for the UE to perform the RRC establishment procedure.

	MediaTek
	Yes
	There may be legacy R15 eNB/gNB that may configure split SRB1 or SRB3 but does not support fast recovery. Thus, we think it is better to have a specific indication to inform UE whether fast recovery should be triggered.

	Nokia
	Yes
	If UE sends MCG Failure Information to a network that does not support it, the end result is a slow MCG failure recovery.

	CATT
	Yes 
	It is good to have the network configuration on whether to use fast recovery or not in order to handle the legacy eNB/gNB.

	Sharp
	Yes
	MCG failure recovery may have additional requirement for gNB. UE should not consider MCG failure recovery is applicable when split SRB1 or SRB3 is configured.

	Apple
	Yes
	This feature can be enabled only when UE and NW support it. 

	Samsung
	Yes
	Since Rel-15 NW does not support MCG fast recovery procedure, legacy NW may not support fast recovery. Considering the backward compatibility of NW, it is better to have configurability. 

	NEC
	Yes
	This should be under network control.

	Ericsson
	Yes
	In order to guarantee the backward compatibility with Rel-15 UE/gNB(eNB) we think that would be good for the network to have the possibility to enable or disable this feature.

	Vivo
	No
	Based on guard timer configuration UE does not need any explicit indication from network. If split SRB1 or SRB3 is configured, UE will can used MCG fast recovery,

	ITRI
	Yes
	Either legacy Rel-15 NW or the UE could be not capable of supporting MCG fast recovery. We prefer to have explicit configuration by network.

	LG
	Yes
	From UE’s perspective, it is not aware whether a network supports the fast recovery procedure. Hence, it is reasonable that the network configures whether to use fast recovery or not.

	Intel
	Yes
	Legacy networks won’t support it.  

	Qualcomm
	Yes
	Agree with MediaTek on legacy UE issue.

	Xiaomi
	Yes
	

	Spreadtrum
	Yes
	MCG failure recovery has some impact on NW. It’s better that NW can enable/disable the function.

	ZTE
	Yes 
	Agree with MediaTek and Ericssion, we need to guarantees the backward compatibility with the R15 gNB/eNB. 
Regarding per-UE or per-Cell indication, in our understanding, MR-DC is UE specific configured, which may involve different SN nodes, and the SN nodes may have different capability of handling MCG fast recovery. So it makes sense to have a UE specific function indication. 

	Huawei
	Yes
	For legacy network, the R16 UE should not send FailureInformation message to the network, so network should explicitly configure this feature to the UE.
For the network supported this R16 feature, it should be able to configure UE to use this feature or not, based on network capability and policy.



Rapporteur summary: Among the responding companies, all companies expect two agreed that MCG failure recovery can be explicitly configured by the network. Main reasons expressed for this new Rel-16 may not be supported by legacy network nodes. Thus, rapporteur suggests the following final proposal from this email discussion:
[bookmark: _Toc20900576][bookmark: _Toc21008652]MCG failure recovery can be explicitly configured by the network.


3	Conclusion
[bookmark: _Toc7707499]Based on the discussion in section 2, the following is proposed:
Proposal 1	Fast PCell recovery via SCell is not introduced in Rel-16.
Proposal 2	Fast PCell recovery via SCell to be considered in Rel-17.
Proposal 3	Whether the Failure Information procedure is taken as basis for fast PCell recovery via SCell can be considered during the Rel-17 work.
Proposal 4	Whether physical layer problem is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.
Proposal 5	Detailed timer handling for fast PCell recovery via SCell can be further discussed as part of Rel-17 work.
Proposal 6	Whether random access problem is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.
Proposal 7	Whether RLC Failure is used as trigger for fast PCell recovery via SCell can be considered during the Rel-17 work.
Proposal 8	RRC re-establishment to SN RAT is not pursued in Rel-16.
Proposal 9	No further mechanisms are introduced to resolve outstanding UL/DL RRC deadlock messages situation upon the triggering of MCG failure recovery.
Proposal 10	For MCG fast recovery via SRB3, the MCGFailureInformation message in UL is encapsulated in the ULInformationTransferMRDC message.
Proposal 11	A new RRC message, i.e., DLInformationTransferMRDC, is introduced in order to allow the SN to encapsulate the MN response (i.e., RRCReconfiguration or RRCRelease message) to be send to the UE.
Proposal 12	When receiving a MN RRCRelease message encapsulated within an SN RRC message via SRB3, the UE does not send any complete message.
Proposal 13	When receiving a MN RRCReconfiguration message encapsulated within an SN RRC message via SRB3, the UE sends the RRCReconfigurationComplete message via SRB1 using the new configuration.
Proposal 14	Split SRB1 is always used for the transmission of the MCGFailureInformation message. SRB3 is used only if split SRB1 is not configured.
Proposal 15	MCG failure recovery can be explicitly configured by the network.
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