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In our IAB WID, following objective is captured:
	·    Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.



In RAN2#107 meeting, we agreed the following agreement:
·  Most companies think B1 can be implementation without standards specification. No need to specify anything in R16 for Lossless behaviour. 
· A note in the BAP specification, indicating this, can be captured. Detailed text FFS (it should be simple). 
· Discussion continuation postponed to next meeting (doc to be resubmitted as is)
With B1 solution from [1]: 
· Option B1: 
· The IAB node, encountering the BH RLF, performs the routing or rerouting of the data (e.g. PDCP PDU #3, #4, #5, #6) which has not been successfully received by the old IAB node (e.g. node #2) on the new routing path (e.g. via node #3 in Fig.1);
· The data (e.g. PDCP PDU #1, #2) which has been successfully received by the old IAB node (e.g. node #2) will be routed to the donor via the old routing path;
· If the old IAB node (e.g. node #2) becomes the isolate IAB node, the data will not be able to be transmitted to IAB node;


Figure 1: Example scenario for upstream transmission

This paper will further discuss the details of option B1, with some clarification. 
Discussion
1.1. Route update. 
With the understanding of option B1, the first IAB node behavior, the IAB node, encountering the BH RLF, performs the routing or rerouting of the data which has not been successfully received by the old IAB node on the new routing path. With this assumption, the last IAB node should select another redundant path, so this option B1 is highly dependent on the configuration and deployment of redundant path.  
Observation 1: every IAB node should have at least one redundant parent node to ensure the lossless end to end reliability. 
But given the territorial circumstances, IAB likely network relay node is usually deployed in remote areas, given the electricity supply, and the limitation of terrain, it is difficult to ensure each IAB node has a parent node. So if the IAB node can’t find a redundant path, the end to end reliability can’t be ensured. 
Observation 2: it is difficult to deploy a redundant parent node for every IAB node given the complex terrain. 
With the above observations, we can discover that in accordance with figure 1, if IAB node 2 can’t connect to IAB donor, it will became an dead end, also it was clarified in B1, the last bullet, that if IAB node 2 became an isolated island, it is impossible to re-route the date to the donor. 
If we agreed option B1, namely we have to face the fact that IAB node2 may not be able to find a redundant path. If so, the end to end reliability can’t be guaranteed. The only means to re-route the data in IAB node2 is to re-route to its child node. Although this looks weird, it seems there is no other way to re-route the data in IAB node2 if IAB node2 is encountering RLF with IAB donor. So we think if RAN2 made decision to adopt B1 as the final solution for lossless transmission, we have to agree to reverse re-routing to child node when parent node is unable to connect. 
Proposal 1: for the solution of re-routing, if the parent node is unable to be connected, and there is no other backup parent node for re-routing, the IAB node shall be allowed to reverse connection towards its child node. 
During the discussion online in the last meeting, the issue of path ID is proposed. With the precondition of re-routing agreement, a list of path IDs should be configured, in order to configure the redundant path for routing. But it seems nature that the IAB donor will not configure a child node as an alternative path. Also, IAB2 in figure 1 may have more than one child node, so how to select the child node as the alternative path should be discussed. 
So hereby we have the following options:
Option 1: configure one of the child node as the alternative path.
Option 2: configure some of the child nodes as the alternative paths, it is up to the IAB node to select which child node is used given the radio condition.
Option 3: not to configure anything, it is up to the IAB node to select which child node is used given the radio condition.
Proposal 2: RAN2 to discuss which option is adopted for reversed re-routing from the above options. 
Conclusion 
As per the above discussion, it is very clear that Modification of PDCP protocol/procedures will impact the legacy Rel_15 UE; re-routing based solution may highly require the network deployment of redundant paths configured. So we have the following observations and proposals:
Observation 1: every IAB node should have at least one redundant parent node to ensure the lossless end to end reliability. 
Observation 2: it is difficult to deploy a redundant parent node for every IAB node given the complex terrain. 
Proposal 1: for the solution of re-routing, if the parent node is unable to be connected, and there is no other backup parent node for re-routing, the IAB node shall be allowed to reverse connection towards its child node. 
Proposal 2: RAN2 to discuss which option is adopted for reversed re-routing from the above options. 
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