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Introduction
RAN2 has agreed to support multi-connectivity in IAB networks in scenarios where an IAB node has two links. Specifically, the following scenario is supported: 
· [bookmark: _GoBack]IAB node MT is dual connected to two parents associated with the same IAB donor.
In this contribution we analyse further how such dual connectivity operation can be conducted.
Discussion
The following two architectures were considered for multi-connectivity support in IAB during RAN2 106. Figure 1 shows an example of an architecture where an IAB node is connected to the core network through two different IAB donors. Figure 2 shows an example where an IAB node is connected to two IAB nodes, both of which are connected to the core network through the same IAB donor.
	

[bookmark: _Ref19887386]Figure 1: IAB node connected to two parents associated with different IAB donors
	

[bookmark: _Ref19890551]Figure 2: IAB node connected to two parents associated with the same IAB donor



For the architecture of Figure 1, a split bearer has to be used for multi-path routing. It requires an Xn interface between the IAB donor gNBs. It was agreed that:
In the NR-DC framework for IAB nodes, PDCP is not supported for BH RLC channels, so any PDCP related functions like “split bearer” is not supported.
Following that it was agreed that the architecture of Figure 2 (referred to as “option d’ ”) will be supported. Option d’ does not require split bearers and can handle transport of traffic of a UE bearer over multiple routes in a manner that is transparent to the IAB nodes.
Observation 1: Although split bearers are not supported, transport of traffic between the CU and the UE over multiple routes is possible. This is transparent to the IAB node.
The purpose of supporting multiple routes in IAB is to obtain throughput gains and redundancy by utilizing the multiple routes. In order to achieve these goals, it is necessary to be able to route data along both/multiple routes to and from the UE. 
When PDCP is operated with a split bearer, a parameter ul-DataSplitThreshold is used to determine whether the uplink data is split into the two paths as follows:
· If the data volume at the PDCP layer is more than the ul-DataSplitThreshold threshold, PDCP indicates to both MAC layers this PDCP data volume. Otherwise, the data volume is indicated only to the MAC layer of the primary path.
· The intention is to use both paths only if the data volume is more than the threshold and otherwise just use the primary path. There is no explicit separation of data into the first and second path. As the two MAC layers request and receive grants the data volume remaining at PDCP reduces.
Given that IAB nodes do not have PDCP functionality, it is understood (and agreed) that BAP layer is responsible for routing data for a given UE bearer along multiple routes. 
Consider the IAB network shown in Figure 3. The access IAB node has IAB node 3 as parent. IAB node 3 is connected to two parents which are connected to the same IAB donor. 


[bookmark: _Ref19969096]Figure 3: Example IAB network based on option d'
Considering the upstream traffic from the UE, the data split would occur at IAB node 3. Note however, that IAB node 4 has to construct the BAP header for the UE’s data and transmit it on the next hop. One of the steps in BAP processing at IAB node 4 is to choose a BAP routing ID. In this case, given that there are two paths to the same destination (IAB donor gNB), there are two BAP routing IDs. The access IAB node should split the data such that some portion of the data is assigned the first BAP routing ID and the remaining is assigned the second BAP routing ID.
However, IAB node 4 does not have means to make a reasonable split of data between the two BAP routing IDs. 
· Given the absence of PDCP at IAB nodes, neither the access IAB node nor IAB node 3 can use the ul-DataSplitThreshold. 
· The access IAB node is unaware of the topology upstream. It also does not know the characteristics of the links on the two paths. Splitting data according to some pre-determined ratio can result in significant problems. For example, if the supported data rate on one path is lower than on the other path, and the access IAB node splits the data equally between the two paths, congestion can result on one path and under-utilization on the other.
Observation 2: There does not exist a mechanism currently to systematically split upstream data into two paths for the architecture option d’.
In our view a simple solution to overcome this issue is to have a configured split of the data volume at the access IAB node, for a bearer that uses multiple routes. The IAB donor CU has a complete view of the network topology and link qualities. It can estimate the data rates supportable via the multiple routes. Based on this, the CU can configure ratios of data that are to be associated with the multiple BAP routing IDs at the access IAB node. Furthermore, these ratios can be updated by the CU when there are significant changes (e.g., change in link quality on one of the paths). The enforcement of the split can be left to the access IAB node.
Proposal 1: For bearers that are carried on multiple paths, the BAP layer at the access IAB node is configured with parameters to enable partitioning of data such that different partitions are associated with different BAP routing IDs.
While the above discussion focused on the upstream traffic, a similar issue is present for downstream traffic. Consider the network shown in Figure 4. There are two path to IAB node 4 and the split occurs at IAB node 1. The IAB donor needs to similarly partition the data into the first BAP routing ID and the second BAP routing ID.
While the donor CU is aware of the overall network topology and link conditions at all links in the network, the donor DU does not have this information. Therefore the donor DU is not able to split the downstream data to the UE along the different paths, based on e.g., the data rates supported along the two paths.


[bookmark: _Ref19977403]Figure 4: Example network based on option d'
Observation 3: There is currently no mechanism to systematically split downstream data into two paths for architecture option d’.
For splitting downstream data two options can be considered. 
1. The IAB donor can partition the data stream for a UE (similar to Proposal 1 above but for downstream traffic). The CU associates different flow labels to the different paths and selects a flow label for each packet. The DU associates the different flow labels with different routing IDs corresponding to the different paths.
2. Intermediate IAB nodes (for example IAB node 1 in Figure 4) can be configured to split the data in two or more directions. This requires the IAB donor to use a BAP routing ID without a path ID (or a dummy path ID) which would then allow the intermediate IAB node to select one of the paths.
The latter option requires much more configuration. Multiple intermediate IAB nodes may need to be configured. Additionally, the configuration has to be per UE whose traffic passes through the node. The first option is comparatively simple and is preferred.
Proposal 2: For bearers that are carried on multiple paths, the CU partitions the data using different flow labels. The DU associates the different flow labels with different routing IDs corresponding to the different paths. This is not expected to require additional specification work.
Conclusion
In this contribution we have further analysed the dual-connectivity architecture d’ discussed in prior RAN2 meetings. Multiple routes in IAB is are used to obtain throughput gains and redundancy. In order to achieve these goals, it is necessary to be able to route data along multiple routes to and from the UE. We have analysed how a data stream can be split along multiple routes. The following are our observations and proposals:
Observation 1: Although split bearers are not supported, transport of traffic between the CU and the UE over multiple routes is possible. This is transparent to the IAB node.
Observation 2: There does not exist a mechanism currently to systematically split upstream data into two paths for the architecture option d’.
Proposal 1: For bearers that are carried on multiple paths, the BAP layer at the access IAB node is configured with parameters to enable partitioning of data such that different partitions are associated with different BAP routing IDs.
Observation 3: There is currently no mechanism to systematically split downstream data into two paths for architecture option d’.
Proposal 2: For bearers that are carried on multiple paths, the CU partitions the data using different flow labels. The DU associates the different flow labels with different routing IDs corresponding to the different paths. This is not expected to require additional specification work.
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