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Introduction

During RAN2#106 meeting, the following agreements have been achieved on IAB routing:
Agreements:

The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)

Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.

Each BAP routing id has only one entry in the routing table.

The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional. 
 In this contribution,  we will have some further discussion on packet re-routing in IAB network.  

Discussion

When RLF happens at an egress link, packets to be transmitted at that radio link could be re-routed at dual-connected IAB node.  After RLC entity find a RLF event at any egress BH link, IAB node’s BAP entity would then try to re-rout the packets to the destination node through another path. 
It is suggested that packet re-routing happens only in the case of RLF. When a certain routing path encounters congestion, the involved IAB node could report the congestion to donor CU and then donor CU adjusts the routing path configuration for the upcoming data packets. Since the original old path could still work normally,  it is not necessary for the intermediate IAB node to trigger re-routing of packets. Namely, the traffic which is already sent over the old path would not change path in the middle unless RLF happens. In this way, the donor CU could fully control the routing path selection and make balanced traffic distribution over the IAB network. 

Proposal 1:  Packet re-routing is only allowed in RLF scenario. 
When the IAB node detects the RLF of a given egress link, it needs to find a backup path for the incoming packets whose BAP routing ID indicates this egress link for next hop transmission. Generally speaking, the BAP routing ID of backup path should have the same destination BAP address with original routing path but different egress link. If a backup path could be found in the routing table, the packet may be re-routed via the backup path. Otherwise, the packet would have to be buffered in the BAP entity until a backup path is configured in the routing table or the egress link is recovered. 

Proposal 2: Packet could be re-routed only after a backup path is found for the packet in the routing table. 
Proposal 3: The BAP routing ID of the backup path should have the same destination BAP address with original routing path but different egress RLC link. 
If there are multiple backup paths in the routing table, the BAP entity could select one randomly, or select one backup path according to some pre-defined priorities configured by donor CU. In our opinion, the configuration of multiple routing paths to the same destination with different priorities actually does not useful for the backup path selection. Suppose each routing path is configured with a priority value at an IAB node, the path with the highest priority would always be selected as the backup path. It means that those low priority routing paths will never be used. In addition, this could lead to further congestion on high priority path since all the traffic on the RLF link would be rerouted to it. Hence, it is suggested not to configure priority associated with each BAP routing ID in the routing table. 

Proposal 4: It is suggested not to configure priority associated with each BAP routing ID in the routing table. 
After the backup path is selected for a packet, IAB node need to determine the egress BH RLC channel for it. There are two potential methods to determine the egress BH RLC channel:

Option 1: A default egress RLC channel could be used for re-routing in each egress RLC link

Option 2: Select the egress RLC channel on the egress link of backup path if available based on the bearer mapping configuration 
Suppose default RLC channel is configured on egress link of backup path, the default egress RLC channel could be used for the packet re-routing. On the other hand, IAB node MT may check the bearer mapping configuration. If the bearer mapping entry between egress BH RLC channel on the egress link of backup path and ingress BH RLC channel of the packet exists, IAB node MT may use this egress BH RLC channel for packet transmission.It should be noted that the remapping of data packet to the egress BH RLC channel of backup path may impact the QoS of legacy traffic flows carried over this egress BH RLC channel. So it make sense to re-mapping the high priority data packets to the egress BH RLC channel of backup path. For the low priority data packet, it can be mapped to default BH RLC channel.  
Proposal 5: A default egress RLC channel could be used for re-routing in each egress RLC link. In addition, if egress RLC channel on the egress link of backup path is available based on the bearer mapping configuration, it could also be selected for re-routing. 
When both the egress link and egress BH RLC channel on backup routing path are determined, IAB node should update the BAP routing ID carried in the BAP header of the rerouted packet to the new BAP routing ID of backup path. Otherwise, when the rerouted packets arrive at the next hop, the IAB node at that hop may not be able to find a matched BAP routing ID in the routing table. This could lead to the discarding of the rerouted packet, or even network failure report to the donor CU. 

On the other hand, if no suitable egress link or egress BH RLC channel is available for packet re-routing, IAB node may report the link failure to donor CU. Donor CU may setup/modify the BH RLC channels and reconfigure the bearer mapping, routing selection and routing configuration on IAB node to support the re-routing.
Proposal 6: BAP route ID carried in the BAP header of the rerouted packet should be updated to the new BAP route ID of backup path. 
 Conclusion

In this contribution, we discussed the re-routing design in multi-hop IAB network. And we have the following proposals:

Proposal 1:  Packet re-routing is only allowed in RLF scenario. 
Proposal 2: Packet could be re-routed only after a backup path is found for the packet in the routing table. 
Proposal 3: The BAP routing ID of the backup path should have the same destination BAP address with original routing path but different egress RLC link. 
Proposal 4: It is suggested not to configure priority associated with each BAP routing ID in the routing table. 
Proposal 5: A default egress RLC channel could be used for re-routing in each egress RLC link. In addition, if egress RLC channel on the egress link of backup path is available based on the bearer mapping configuration, it could also be selected for re-routing. 
Proposal 6: BAP route ID carried in the BAP header of the rerouted packet should be updated to the new BAP route ID of backup path.  
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