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Introduction
In this paper, we discuss several miscellaneous issues that might have L2 impacts. 
Discussion
On support of non-integer multiple of CG/SPS periodicities
[bookmark: _Toc524946176]In this subsection, we discuss the following objective in the WID:
	· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].



In the previous meeting, the following is agreed
R2 assumes short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. Other solutions not precluded, e.g. to address resource consumption. 

The 5G system, integrated to a TSN network, will need to transfer industrial type of traffic. This traffic is generated many times from existing hardware, for example PLCs, where the periodicities cannot be adjusted. Such hardware typically takes years, if not decades, to be replaced. The periodicity of such hardware devices come from their frequency of operation (i.e., 100 or 120 Hz) that typically provides non-divisible periodicities for the 5G system.
Since the TSN and the CG/SPS periodicities do not match, the latter needs to be adjusted every now and then to reduce/minimize the mis-aligned latency (mis-aligned latency is denoted as the time that the TSN traffic waits for the configured grant or the semi-persistent scheduling to become available).  
Suppose the periodicity of the TSN stream is P and the closest CG/SPS periodicity to the TSN periodicity is P’. The difference between these two periodicities is Delta. The issue is that the mis-alignment delay is accumulated each time a new TSN packet arrives, that is, after N TSN packets, the mis-alignment latency between CG/SPS resource and packet arrival is N*Delta. To reduce the mis-alignment delay, the CG/SPS periodicity needs to be re-adjusted once the absolute value of N*Delta becomes large. To further reduce and even minimize the mis-alignment delay, the adjustment is needed when the value of N*Delta is larger than the smallest resource allocation unit in time (i.e., 2 OFDM symbols). 
[bookmark: _Toc4057163][bookmark: _Toc4057186][bookmark: _Toc4057280][bookmark: _Toc4410052][bookmark: _Toc4410068][bookmark: _Toc4653331][bookmark: _Toc4654662][bookmark: _Toc4654934][bookmark: _Toc4655169][bookmark: _Toc7614892][bookmark: _Toc7678902][bookmark: _Toc7683330][bookmark: _Toc7716121][bookmark: _Toc7716165][bookmark: _Toc11661982][bookmark: _Toc11662246][bookmark: _Toc11662461][bookmark: _Toc16240780][bookmark: _Toc16691178][bookmark: _Toc20478592][bookmark: _Toc20479410][bookmark: _Toc20479457][bookmark: _Toc20479581][bookmark: _Toc20479650][bookmark: _Toc20930431]To account for accumulated differences due to periodicity mis-match, CG/SPS resource may need to be adjusted after some number of packet arrivals.

In the previous meeting, it is agreed that short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. The aim is to reduce the initial periodicity mis-match Delta, which will not resolve the issue itself but can reduce the frequency of the need for adjustment. If the need for adjustment is less frequently by a finer resource allocation, the Rel-15 adjustment by DCI/RRC (for configured grant type 1 only) seems to be enough. 
[bookmark: _Toc7678905][bookmark: _Toc7683333][bookmark: _Toc7716124][bookmark: _Toc7716154][bookmark: _Toc11661980][bookmark: _Toc11662244][bookmark: _Toc11662947][bookmark: _Toc11663217][bookmark: _Toc11663396][bookmark: _Toc11663409][bookmark: _Toc16240778][bookmark: _Toc16241041][bookmark: _Toc16691176][bookmark: _Toc16785647][bookmark: _Toc20478489][bookmark: _Toc20478611][bookmark: _Toc20478781][bookmark: _Toc20479416][bookmark: _Toc20479463][bookmark: _Toc20479576][bookmark: _Toc4057164][bookmark: _Toc4057187][bookmark: _Toc4057281][bookmark: _Toc4410053][bookmark: _Toc4410069][bookmark: _Toc4653332][bookmark: _Toc4654663][bookmark: _Toc4654935][bookmark: _Toc4655170][bookmark: _Toc7614893][bookmark: _Toc20930426]RAN2 to confirm that the existing reconfiguration mechanisms in Rel-15 by DCI and RRC (for configured grant type 1 only) can also be used to mitigate the periodicity misalignment between TSN periodicity and CG/SPS periodicity.

As captured in TR 38.825 Section 6.5.2, the severity of this issue depends on the traffic's latency requirement and the frequency of misalignment occurrences. For example, in a smart grid application, the traffic period can be 0.833ms (corresponding to 1200 Hz) and the latency guarantee is 0.833ms. For the deployment of 15 KHz sub-carrier spacing, the closest SPS/CG periodicity is 1 ms and suppose gNB allocate a transmission of 0.5 ms. The Delta (i.e., periodicity mis-match) is 0.167 ms and for every third packet (i.e., every 2.5 ms), the accumulated offset is 0.5 ms and this calls for a need for adjustment either through DCI or RRC. This frequent reconfiguration of every 2.5 ms might be excessive. 
One solution to solve this issue is for gNB to over-provision resources. 
For supporting this type of traffic (periodicity of 0.833 ms and latency target of 0.833 ms) over the 5G, one example of using configured grant is given. The RAN delivery target is set to 0.5 ms. The configured grant resources are allocated every 0.5ms with a duration of 0.5ms (using a 7-symbol long mini-slot). That makes resources available at time 0, 0.5,1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5 milliseconds and so on. 
Table 1 Configured Grants to support the TSN traffic reducing the mis-alignment latency.
	
	1st
	2nd
	3rd
	4th 
	5th 
	6th
	7th
	8th

	Arrival time (ms)
	0
	0.833 
	1.667
	2.5
	3.333
	4.167
	5
	5.833

	RAN delivery target (ms)
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5
	0.5

	Start of the CG resource with the least alignment latency (ms)
	0
	1
	2
	2.5
	3.5
	4.5
	5
	6


[bookmark: _Toc4654665][bookmark: _Toc4654937][bookmark: _Toc4655172][bookmark: _Toc7614895][bookmark: _Toc7678903][bookmark: _Toc7683331][bookmark: _Toc7716122][bookmark: _Toc7716166][bookmark: _Toc11661983][bookmark: _Toc11662247]Note that, for larger TSN periodicities such as 16.67 ms, although a reconfiguration might be needed every third packet, but the frequency of reconfiguration in absolute time is still acceptable (in this case, it is 50 ms). 
Thus, we observe that
[bookmark: _Toc11662462][bookmark: _Toc16691179][bookmark: _Toc20478593][bookmark: _Toc20479411][bookmark: _Toc20479458][bookmark: _Toc20479582][bookmark: _Toc20479651][bookmark: _Toc16240781][bookmark: _Toc20930432]In the case of a very short TSN periodicity, gNB need to over-provision resources to solve the misalignment issues. 

The last row of the above table shows which CG resource is used for transmission. Not all available configured grants are used, e.g., the CG resource at 0.5 millisecond and 1.5 milliseconds are not used. In this example, only the 1st, 3rd, and 5th configured grants will be used, while the 2nd and the 4th are not utilized since there is no TSN traffic waiting to be transmitted. This pattern of configured grants continues over time to stay on par with the TSN pattern requirements. 
As illustrated above, from the knowledge on the TSN traffic periodicity and the configured-grant/SPS periodicity, gNB can find out those configured-grant/SPS resource allocation timings that will not be used by TSN traffic. Since no TSN traffic is expected from these allocated resources, it can be beneficial for system capacity point of view for gNB to schedule transmissions on those configured-grant/SPS resources for traffic from other UEs. 
In order to make sure no other traffic from the same UE would be mapped to the configured-grant resources, an LCH restriction can be introduced so that only the LCH that carries this periodic TSN stream can be mapped to the configured grant as discussed in our companion paper [1] and agreed in the RAN2#107 meeting. Of course, another approach is to not use configure grants for these cases at all. With dynamic scheduling we will get the best possible alignment and no resource waste. 
Additionally, an indication of an active/in-active pattern of configured-grant/SPS resource allocation by network configuration (i.e. allow the unused configured grant/DL SPS resources to be assigned to other UEs using dynamic grants or dynamic assignments) can also be considered. This is similar to the bit-map solution as specified in the LTE feLAA. 
[bookmark: _Toc4654666][bookmark: _Toc4654938][bookmark: _Toc4655173][bookmark: _Toc7614896][bookmark: _Toc7678904][bookmark: _Toc7683332][bookmark: _Toc7716123][bookmark: _Toc7716167][bookmark: _Toc11661984][bookmark: _Toc11662248][bookmark: _Toc11662463][bookmark: _Toc16240782][bookmark: _Toc16691180][bookmark: _Toc20478594][bookmark: _Toc20479412][bookmark: _Toc20479459][bookmark: _Toc20479583][bookmark: _Toc20479652][bookmark: _Toc4057166][bookmark: _Toc4057189][bookmark: _Toc4057283][bookmark: _Toc4410055][bookmark: _Toc4410071][bookmark: _Toc4653334][bookmark: _Toc20930433]Like LTE feLAA, a bitmap to indicate the allowed time resource for CG/SPS can be considered to address resource consumption. 
[bookmark: _Toc4050561][bookmark: _Toc4410056]From standardization efforts point of view, we should aim to achieve maximum synergies among different work items and re-use the techniques as much as possible. This solution is to address an optimization aspect in NR IIoT work item, while NR-U is working on similar problems related with configured grant time domain resource allocation from the essential LBT mechanisms. Thus, we propose to further consider this and wait for progress in NR-U work item.  
[bookmark: _Toc4050563][bookmark: _Toc4057284][bookmark: _Toc4410072][bookmark: _Toc4653335][bookmark: _Toc4654667][bookmark: _Toc4654939][bookmark: _Toc4687809][bookmark: _Toc4687873][bookmark: _Toc4701481][bookmark: _Toc7678906][bookmark: _Toc7683334][bookmark: _Toc7716125][bookmark: _Toc7716155][bookmark: _Toc11661981][bookmark: _Toc11662245][bookmark: _Toc11662948][bookmark: _Toc11663218][bookmark: _Toc11663397][bookmark: _Toc11663410][bookmark: _Toc16240779][bookmark: _Toc16241042][bookmark: _Toc16691177][bookmark: _Toc16785648][bookmark: _Toc20478490][bookmark: _Toc20478612][bookmark: _Toc20478782][bookmark: _Toc20479417][bookmark: _Toc20479464][bookmark: _Toc20479577][bookmark: _Toc20930427]RAN2 to further consider solutions to address resource consumption in the support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.

Measurement gaps for TSN traffic
Measurement gap issues have been discussed in [2][3]. During a measurement gap, a UE stops the transmission and reception in the serving cell and instead performs measurements for searching and measuring a neighbouring cell. In this subsection, we provide our views on measurement gaps for TSN traffic.
According to the IE GapConfig in 3GPP TS 38.331, a measurement gap can be configured to one value among 1.5, 3, 3.5, 4, 5.5 and 6 milliseconds and the periodicity of measurement gap occurrence can be configured to one value among 20, 40, 80 and 160 milliseconds:
GapConfig information element
[image: ]
During a measurement gap, the UE should stop the data transmission/reception in the serving cell according to Section 5.14 in 3GPP TS 38.321: 
[image: ]
[bookmark: _Toc516044455][bookmark: _Toc516044468][bookmark: _Toc516045483][bookmark: _Toc516479425][bookmark: _Toc516479982][bookmark: _Toc516578041][bookmark: _Toc517352445][bookmark: _Toc517353197][bookmark: _Toc517353255][bookmark: _Toc517353384][bookmark: _Toc517353885][bookmark: _Toc517353963][bookmark: _Toc517354046][bookmark: _Toc517354100][bookmark: _Toc521581583][bookmark: _Toc2762388][bookmark: _Toc3401326][bookmark: _Toc3401367][bookmark: _Toc4582536][bookmark: _Toc4596871][bookmark: _Toc7729337][bookmark: _Toc20478595][bookmark: _Toc20479413][bookmark: _Toc20479460][bookmark: _Toc20479584][bookmark: _Toc20479653][bookmark: _Toc20930434]During a measurement gap, UE stops data transmission and reception in its serving cell.

For transmission of TSN traffic, the delay budget in the radio interface may be from below one millisecond to several milliseconds. The transmission delay increase due to a measurement gap may be unacceptable since the measurement gap length may be comparable to or even longer than the total delay budget. Packet loss may also occur upon a measurement gap occurrence. 
The measurement gaps for neighbouring cell measurements are needed so that UE does not end up with radio link failure or handover failure. However, if there is a measurement gap, a delay in scheduling DL data is incurred since UE does not monitor PDCCH during measurement gap and the scheduling of the DL data has to take into account the presence of measurement gap. For periodic DL traffic, network could try to configure a gap pattern that does not interfere with the packet arrival pattern, but it may be difficult considering the existence of multiple TSN flows at one UE. 
[bookmark: _Toc517353198][bookmark: _Toc517353256][bookmark: _Toc517353385][bookmark: _Toc517353886][bookmark: _Toc517353964][bookmark: _Toc517354047][bookmark: _Toc517354101][bookmark: _Toc521581584][bookmark: _Toc2762389][bookmark: _Toc3401327][bookmark: _Toc3401368][bookmark: _Toc4582537][bookmark: _Toc4596872][bookmark: _Toc7729338][bookmark: _Toc20478596][bookmark: _Toc20479414][bookmark: _Toc20479461][bookmark: _Toc20479585][bookmark: _Toc20479654][bookmark: _Toc517352446][bookmark: _Toc20930435]There seems not possible to make straightforward enhancements to downlink URLLC data transmission during a measurement gap due that the UE does not monitor PDCCH in its serving cell.
[bookmark: _Hlk3401037]
If UE is equipped with dual RX RF chains, it can use one RX RF chain for data reception and the other RX RF chain for measurement at the same time. This means that measurement gap is not necessary, i.e. the UE can perform gapless measurement with dual RX RF chains.  
[bookmark: _Toc4596873][bookmark: _Toc7729339][bookmark: _Toc20478597][bookmark: _Toc20479415][bookmark: _Toc20479462][bookmark: _Toc20479586][bookmark: _Toc20479655][bookmark: _Toc3401328][bookmark: _Toc3401369][bookmark: _Toc4582538][bookmark: _Toc20930436]To support neighboring cell measurements without measurement gaps, IIoT/URLLC UE can have two RX RF chains. 

Based on the above observations, we propose 
[bookmark: _Toc521581522][bookmark: _Toc3401324][bookmark: _Toc7729340][bookmark: _Toc20478614][bookmark: _Toc20478784][bookmark: _Toc20479418][bookmark: _Toc20479465][bookmark: _Toc20479578][bookmark: _Toc521398170][bookmark: _Toc521581521][bookmark: _Toc2762390][bookmark: _Toc20930428]RAN2 does not consider measurement gap enhancement in NR IIoT WI.

MDBV in IIoT
SA2 has specified delay critical 5QI(s) (with QoS characteristics including Maximum Data Burst Volume) as follows in TS 23.501:
· Maximum Data Burst Volume denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB (i.e. 5G-AN part of the PDB). The Maximum Data Burst Volume may be signalled with 5QIs to the (R)AN, and if it is not received, a standardized value applies (for standardized 5QIs the value in the QoS characteristics Table 5.7.4) applies.

What is specified is that for QoS flows not exceeding the GFBR (especially for use cases where the UE has multiple QoS flows with delay critical 5Qis), it is expected that the PDB and PER requirements are satisfied in the UL and DL for all QoS flows that do not exceed the MDBV in the presence of any competing traffic. Hence, if delay critical QoS Flows exceeds MDBV, it is not expected that for these QoS flows the PDB and PER targets are required to be met.
In [4] , it is proposed that PDB and MDBV parameters should be configured to the logical channel for delay critical service flows and that the MAC entity shall check if MDBV is satisfied during the PDB before allocating resources to a logical channel. 
In this subsection, we analyse the current functionality and conclude that not additional requirements or specification is needed for IIoT.

It should be clear that the MDBV parameter is not a requirement on RAN, but a boundary limit of meeting the PDB and PER requirements, i.e., RAN is only required to fulfil the PDB and PER requirement for QoS Flows with bursts that are within the MDBV. In this aspect, it is similar to GFBR, which defines that PDB and PER is not required to be fulfilled for QoS Flows with bitrates above the GFBR.
RAN is thus expected to use the MDBV parameter for observability of fulfilment of QoS requirements. Also, in Admission Control it will be useful for RAN to know how large bursts it is required to serve without exceeding the PDB.
In the case when there is a high GBR load, and where delay critical GBR flows with burst that exceed the MDBV may take resources needed by other QoS Flows, it is also useful to use the MDBV parameter in scheduling and prioritize QoS Flows that comply with the MDBV.

With current functionality it is possible to take MDBV into account for scheduling between all DL QoS Flows that are placed in different DRB’s, and for UL Flows to different UE’s. For the special use case where there are several Delay Critical GBR Flows for the same UE, there are already several options to guarantee the PDB.
For example, using different Logical Channels for which resources are restricted (e.g. Configured Grants, cell restrictions etc), would isolate QoS flows from other. The GBR Flows are then assigned such that the logical channel resource distribution is controlled by RAN which may then prioritize QoS Flows with bursts smaller than MDBV, in order to guarantee PDB for GBR Flows and comply with MDBV.  Additionally, using PRB set to MDBV/PDB and with the Buffer Size Duration parameter set to PDB will make UEs prioritize QoS Flows that comply with MDBV. 

Note that RAN2 specified new standardized values for the Bucket Size Duration in order to accommodate the above. Additionally, in release 16 IIoT, it is not expected that several Delay Critical GBR Flows with inherently different QoS characteristics (e.g. MDBV, PDB) for the same UE would be configured for the same bearer and also it can be expected that the load from GBR Flows with tight delay requirements will not be high, and it is therefore clear that the current functionality is sufficient also for IIoT. 

[bookmark: _Toc347823621][bookmark: _Toc347824073][bookmark: _Toc347824246][bookmark: _Toc7422536][bookmark: _Toc20478785][bookmark: _Toc20479419][bookmark: _Toc20479466][bookmark: _Toc20479579][bookmark: _Toc20930429]RAN has sufficient functionality in current standard to ensure that RAN will be able to fulfil PDB and PER requirements for delay critical QoS flows in IIoT.

PDCP discard timers
Potential value extensions to the PDCP discardTimer were discussed in rel-15 [7] and also discussed in the paper [8]. In this subsection we analyse those timer values. 

With the PDCP discardTimer maximum queuing time for PDCP SDUs can be limited. The timer is started when an SDU arrives at the PDCP transmit buffer, and upon expiry the PDCP PDU is discarded. 
This helps queue management, and additionally limits the amount of outdated data transmitted over the air interface consuming resources redundantly. This function is even more important considering TSN data, where 1) packet delivery later than a given latency target is useless and 2) very robust thus resource consuming transmissions are required. The PDCP discardTimer can therein play a key role in reducing potential resource wastage. 
The PDCP discardTimer can currently be configured with the following values:
discardTimer            ENUMERATED {ms10, ms20, ms30, ms40, ms50, ms60, ms75, ms100, ms150, ms200,
									ms250, ms300, ms500, ms750, ms1500, infinity}           
NR rel-15 can already enable a range of different use-cases among which multiple come with a lower latency requirement than 10 ms defined above. For example, in TS 23.501 [5] table 5.7.4-1, the packet delay budget (PDB) for 5QI value 85 is 5 ms. Late delivery of packets beyond this latency bound is not useful, i.e. those packets are counted as lost if exceeding the PDB. Additionally, transmitting those packets would consume radio resources redundantly. Further, in rel-16, more demanding requirements in the order of a few milliseconds for control-systems in the industrial automation context are stated in the clause 5 of TS 22.104 [6]. 
Therefore, we propose to extend the PDCP discardTimer value range considering lower values, to enable efficient discarding of otherwise redundantly transmitted data. 
[bookmark: _Toc525653810][bookmark: _Toc2763155][bookmark: _Toc3215887][bookmark: _Toc3398373][bookmark: _Toc9338022][bookmark: _Toc20478491][bookmark: _Toc20478613][bookmark: _Toc20478783][bookmark: _Toc20479420][bookmark: _Toc20479467][bookmark: _Toc20479580][bookmark: _Toc20930430]Introduce new PDCP discardTimer values: 1ms, 2ms, 5ms.

Conclusion
The following observations have been made:
[bookmark: _GoBack]Observation 1	To account for accumulated differences due to periodicity mis-match, CG/SPS resource may need to be adjusted after some number of packet arrivals.
Observation 2	In the case of a very short TSN periodicity, gNB need to over-provision resources to solve the misalignment issues.
Observation 3	Like LTE feLAA, a bitmap to indicate the allowed time resource for CG/SPS can be considered to address resource consumption.
Observation 4	During a measurement gap, UE stops data transmission and reception in its serving cell.
Observation 5	There seems not possible to make straightforward enhancements to downlink URLLC data transmission during a measurement gap due that the UE does not monitor PDCCH in its serving cell.
Observation 6	To support neighboring cell measurements without measurement gaps, IIoT/URLLC UE can have two RX RF chains.

[bookmark: _Toc528850436][bookmark: _Toc528850447][bookmark: _Toc528850496][bookmark: _Toc528850518][bookmark: _Toc528853699][bookmark: _Toc785813]Based on the discussion above, we propose the following:
Proposal 1	RAN2 to confirm that the existing reconfiguration mechanisms in Rel-15 by DCI and RRC (for configured grant type 1 only) can also be used to mitigate the periodicity misalignment between TSN periodicity and CG/SPS periodicity.
Proposal 2	RAN2 to further consider solutions to address resource consumption in the support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
Proposal 3	RAN2 does not consider measurement gap enhancement in NR IIoT WI.
Proposal 4	RAN has sufficient functionality in current standard to ensure that RAN will be able to fulfil PDB and PER requirements for delay critical QoS flows in IIoT.
Proposal 5	Introduce new PDCP discardTimer values: 1ms, 2ms, 5ms.
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GapConfig ::=                        SEQUENCE   {        gapOffset                            INTEGER   (0..159),        mgl                                   ENUMERATED   {ms1dot5, ms3, ms3dot5, ms4, ms5dot5, ms6},        mgrp                                 ENUMERATED   {ms20, ms40, ms80, ms160},        mgta                                 ENUMERATED   {ms0, ms0dot25, ms0dot5},        ...   }  


image2.emf
During a measurement gap, the MAC entity shall , on the Serving Cell(s) in the corresponding frequency range of the  measuremen t gap configured by  measGapConfig  as specified in TS 38.331 [5] :   1>   not perform the transmission of HARQ feedback, SR, and CSI;   1>   not report SRS;   1>   not transmit on UL - SCH except for Msg3 as specified in subclause 5.4.2.2;   1>   if the  ra - ResponseWindow   or t he  ra - ContentionResolutionTimer   is running:   2>   monitor the PDCCH as specified in subclauses 5.1.4 and 5.1.5.   1>   else:   2>   not monitor the PDCCH.  


