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1 Introduction
In RAN2#104 meeting [1], consolidated unified design examples for architecture 1a were discussed and following agreements were agreed:

· We go for the consolidated example 1, “adapt above RLC” + “LCID ext”

· We keep LCID extension in the solution description, as this is a method to achieve 1:1 mapping
· Confirm that UE is not expected to need to implement the LCID extension

And in the RAN#82 meeting, a new WI for Integrated Access and Backhaul was agreed and following objectives were specified for enhancements to L2 wireless transport [2].

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

In this contribution, we will continue to discuss if 1:1 bearer mapping is supported for IAB, how many impact factors should be taken into consideration when design the LCID space and LCG space.
2 Discussion
2.1 LCID space for IAB backhaul link

Based on the logical channel configuration for access link, separate sets of LCID are configured to separate UEs. And in IAB scenario, each intermediate IAB node or IAB donor has several served children IAB nodes. Firstly, RAN2 should confirm that the LCID is a unique ID per backhaul link between two IAB nodes. 
Proposal 1: RAN2 confirms that the LCID is a unique LCH ID, per backhaul link between two IAB nodes.

For consolidated unified design example 1, both N:1 and 1:1 mapping between UE bearer and RLC channel were supported. In addition, ingress RLC channels can be identified based on the LCID since the RLC channels are 1:1 mapped to LCHs in IABs. However, the LCID length in the currently NR protocol was fixed with 6 bits. Then LCID must be extended to more bits in order to support 1:1 bearer mapping for IAB.
For example, for uplink transmission, since one UE bearer can be mapped to one egress RLC channel in the UE’s access IAB node, and this RLC channel can be further 1:1 mapped in the intermediate IAB nodes along the uplink routing path. For an IAB node, many cell can be supported and there are lots of serving UEs in each cell. And due to multi-hops topology architecture, an IAB node except for the last hop also have many downstream IAB nodes.
Observation 1: At least the following factors will impact the number of LCHs for a given backhaul link:
· The number of LCHs in a UE;
· The number of UEs in a cell;
· The number of descendant IAB nodes;
· The number of hops;

However, for the IAB nodes belong to different stratums, the number of descendant IAB nodes and the corresponding descendant UEs may differ greatly. And as a result, the required LCH quantity may be different for different backhaul links. For example a backhaul link near to the IAB donor, more LCHs are required than a backhaul link far away from the IAB donor. For an access IAB node which does not have any descendant IAB nodes, at least 6 bits (the number of LCHs in a UE) + 16 bits (the number of UE in a cell) = 22 bits should be allocated for LCID. For IAB topology and deployment, at most 4 hops are needed and one IAB node may have 8 child IAB nodes. Then for the IAB donor, at least 22 + 4*3 = 34 bits should be allocated for LCID. Therefore, we can consider about 4~5 bytes as the maximum LCID space in the IAB network. If assuming small number of IAB nodes in one donor, e.g. 2^7 nodes, 6 bits LCH per UE, and 2^10 UEs in a cell, 23 bits may be enough for some practical deployments. Therefore, 3 bytes should be enough for the IAB network.
Proposal 2: The maximum LCID length for BH link is 3 bytes.
One straightway can be adopted to configure a unified maximum LCID length for all the IAB nodes. However, some BH links may only require about 6 bits in practice, due to bearer multiplexing. When considering the overhead, different LCID lengths can be configurable for each backhaul link to support flexible requirement of LCID length. Besides, the DU part and the MT part of an IAB node, belonging to different backhaul links, require different LCH quantities and LCID spaces. So F1AP message and RRC message should be able to configure the LCID lengths for DU and MT part respectively. 
Observation 2: The required LCID length should be different for different backhaul links, which depends on the number of descendant IAB nodes. 
Proposal 3: The LCID length for BH link is configurable for each backhaul link.
As a result, more than one length of LCID field should be supported in the IAB network. Besides, in the random access procedure, Msg3 transmitted from MT has to use the legacy LCID size due to the TBS limitation for Msg3. Therefore, backhaul MAC sub-header should be designed to support flexible requirement of LCID space with more than one length of LCID field. For example, an indication can be included in the MAC sub-header to indicate the length of LCID size for backhaul link or whether using the extended LCID size. While for the access link, there is no need to change LCID size, since it does not have any impacts on normal UEs. The indication can be the “R” bit in the MAC sub header. Since the extended LCID size only applies to the IAB MT, rather than any UE, the impact to the usage of R bit can be acceptable.
Observation 3: Msg3 transmitted from MT has to use the legacy LCID size due to the TBS limitation for Msg3.
Proposal 4: An indication can be included in the MAC sub-header to indicate the length of LCID size for backhaul link.
Table 6.2.1-1 Values of LCID for DL-SCH

	Index
	LCID values

	0
	CCCH

	1–32
	Identity of the logical channel

	33-46
	Reserved

	47
	Recommended bit rate

	48
	SP ZP CSI-RS Resource Set Activation/Deactivation

	49
	PUCCH spatial relation Activation/Deactivation

	50
	SP SRS Activation/Deactivation 

	51
	SP CSI reporting on PUCCH Activation/Deactivation

	52
	TCI State Indication for UE-specific PDCCH

	53
	TCI States Activation/Deactivation for UE-specific PDSCH

	54
	Aperiodic CSI Trigger State Subselection

	55
	SP CSI-RS/CSI-IM Resource Set Activation/Deactivation

	56
	Duplication Activation/Deactivation

	57
	SCell Activation/Deactivation (four octets)

	58
	SCell Activation/Deactivation (one octet)

	59
	Long DRX Command

	60
	DRX Command

	61
	Timing Advance Command

	62
	UE Contention Resolution Identity

	63
	Padding


Table 6.2.1-2 Values of LCID for UL-SCH

	Index
	LCID values

	0
	CCCH of size 64 bits (referred to as "CCCH1" in TS 38.331 [5])

	1–32
	Identity of the logical channel

	33–51
	Reserved

	52
	CCCH of size 48 bits (referred to as "CCCH" in TS 38.331 [5])

	53
	Recommended bit rate query

	54
	Multiple Entry PHR (four octets Ci)

	55
	Configured Grant Confirmation

	56
	Multiple Entry PHR (one octet Ci)

	57
	Single Entry PHR

	58
	C-RNTI

	59
	Short Truncated BSR

	60
	Long Truncated BSR

	61
	Short BSR

	62
	Long BSR

	63
	Padding


In the current MAC protocol, LCIDs valued with 1-32 are used to identify the logical channel and LCIDs valued with 33-63 are used to identify the MAC CE or reserved. In order not to have impacts on the current LCID definition, BH RLC channel/BH logical channel can be identified by LCID larger than 63 and any newly introduced MAC CE for IAB can reuse reserved LCID value, while LCIDs valued with 1-32 can be used to identify the access RLC channel.
Proposal 5: LCID valued with 1–32 is used to identify the access RLC channel and LCID larger than 63 is used to identify the BH RLC channel.

Anyway, for the MAC CE and MAC SDU for the LCH whose LCID value is lower than 64, there is no need to use extended LCID field, and the legacy MAC sub-header can be reused. Besides, R bit needs to be set with the value that is specified to indicate format without LCID extension.
Proposal 6: For MAC CE and MAC SDU for the LCH whose LCID value is lower than 64, the legacy MAC sub-header can be reused, where the R bit needs to be set as the value defined for the format without LCID extension.
2.2 LCG space for IAB backhaul link

As discussed above, LCID space needed to be extended to support one-to-one mapping of UE bearers to BH RLC channels. When it comes to the LCG space, whether extension or not need to be further discussed.

In NR MAC protocol, LCID space was extended from 32 to 64 and LCG space was extended from 4 to 8 accordingly for access link due to the extension of logical channels or UE DRBs. Although lots of logical channels for a backhaul link mapping to different descendant UEs’ DRBs may have similar E2E QoS requirements, DL/UL traffics with the same E2E QoS parameters should be treated as different scheduling priorities due to traverse different hops. For example, two UEs’ bearer both with 100ms E2E PDB, one need to traverse 2 hops while the other need to 4 hops, should have different scheduling priorities and may not be categorized to a same LCG in backhaul link. In that case, the legacy LCH priority range may not be enough to identify different scheduling requirements for IAB network any more, considering the different number of hops and the different number of aggregated UE bearers on a certain BH RLC channel. Therefore, LCG space and LCH priority range could be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network.
Observation 4: LCG space and LCH priority range should be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network.
Proposal 7: LCG space can be extended, if the LCH priority range is extended, for BH link.
Currently, BSR is reported to serving node with one or several Buffer Size(s) of LCG(s) with Short or Long BSR. For Short BSR and Short Truncated BSR, it needs to change the length of LCG ID field if the LCG space is extended. And for Long BSR and Long Truncated BSR, the bitmap of the LCGi field need to increase and the size of the BSR MAC CE is also a severe issue. 

Observation 5: LCG extension in backhaul link has impact on the BSR size and BSR MAC CE design.

Proposal 8: The format of BSR MAC CE need to be further studied if the LCG space is extended for the backhaul link.
3 Conclusion and Proposals
In this contribution, we will continue to discuss if 1:1 bearer mapping is supported for IAB, how many impact factors should be taken into consideration when design the LCID space. We have the following observations and proposals:
Observation 1: At least the following factors will impact the number of LCHs for a given backhaul link:

· The number of LCHs in a UE;

· The number of UEs in a cell;

· The number of descendant IAB nodes;

· The number of hops;

Observation 2: The required LCID length should be different for different backhaul links, which depends on the number of descendant IAB nodes. 
Observation 3: Msg3 transmitted from MT has to use the legacy LCID size due to the TBS limitation for Msg3.

Observation 4: LCG space and LCH priority range should be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network.
Observation 5: LCG extension in backhaul link has impact on the BSR size and BSR MAC CE design.

Proposal 1: RAN2 confirms that the LCID is a unique LCH ID, per backhaul link between two IAB nodes.

Proposal 2: The maximum LCID length for BH link is 3 bytes.
Proposal 3: The LCID length for BH link is configurable for each backhaul link.
Proposal 4: An indication can be included in the MAC sub-header to indicate the length of LCID size for backhaul link.

Proposal 5: LCID valued with 1–32 is used to identify the access RLC channel and LCID larger than 63 is used to identify the BH RLC channel.

Proposal 6: For MAC CE and MAC SDU for the LCH whose LCID value is lower than 64, the legacy MAC sub-header can be reused, where the R bit needs to be set as the value defined for the format without LCID extension.
Proposal 7: LCG space can be extended, if the LCH priority range is extended, for BH link.
Proposal 8: The format of BSR MAC CE need to be further studied if the LCG space is extended for the backhaul link.
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