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1 Introduction
In RAN2 #107 meeting, the following agreements about routing in IAB network are achieved[1]:
For routing and bearer mapping of a packet retrieved from RLC layer, the IAB-node needs to be configurable with the following mappings:
BAP routing ID in BAP header  Egress link (routing table)
	Ingress RLC channel Egress RLC channel (bearer mapping)
For the selection/addition of a BAP routing ID as well as routing and bearer mapping for a packet retrieved from upper layers, the IAB-node and IAB donor needs to be configurable with the following mappings:
(FFS) Upper layer information  BAP Routing ID to be added in BAP header
BAP routing ID in BAP header  Egress link
Upper layer information (FFS)   Egress RLC channel
And in last RAN3 #105 meeting, we have the following agreements about routing related configuration for DL[2]
On the DL, the IAB-donor DU is configurable with information that allows deriving the BAP routing ID from IP header information for F1-U, F1-C and non-F1 traffic.
On the DL, the IAB-donor is configurable with information that allows deriving the BAP address from the destination IP address.
In this contribution, we are going to analyse more details about routing for wireless backhaul links in an IAB network, based on the above agreements. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Based on the discussion progress about IAB routing, there are still several issues to be addressed, and we will discuss them in the following part. 
Issue 1: Which BAP routing ID to be added in BAP header
 BAP routing ID configuration for upstream
For the UL transmission, the access IAB node should decide which BAP routing ID will be added to a given BAP SDU according to configurations received from the IAB-donor-CU. Each BAP routing ID includes a BAP address, and may also include a path ID. Therefore, the IAB-donor-CU should configure one or more BAP routing ID for upstream transmission to the access IAB node. To limit the occupied bits of BAP path ID, we assume that the path ID is unique to a given destination BAP address. Thus, the configuration of available upstream BAP routing ID for access IAB node can be split into two parts, one is to configure the destination BAP address, and another is to configure how to choose the BAP path ID with a given destination BAP address.
1 
2.1 
2.1.1 
· BAP address to be added in BAP header at access IAB node
The agreements about the definition of BAP address is “Each BAP address defines a unique destination (unique for IAB network of one Donor, either an IAB access node, or the IAB donor)”[3]. For upstream destination, it has not been clarified whether the BAP address should identify an IAB donor CU or the IAB donor DU. 
We think using the BAP address to identify the IAB donor DU is reasonable since the BAP layer based routing will be performed across the wireless BH links, IP based routing will be used for the intra donor routing. Otherwise, if the BAP address is used to identify the IAB donor CU, each IAB donor DU will be responsible to forward packets with different BAP address carried in upstream packets, and multiple IAB donor DUs will share same BAP address only if these DUs connects to a same IAB donor CU-UP. In such case, it is meaningless for the IAB donor DU to check whether the BAP address of upstream packet is same as the one configured to it or not. To be honest, this is workable, but will defy the BAP layer receiving procedure of IAB node, and will cause split receiving operation for BAP layer specification. In addition, such way will prevent the IAB donor CU to do load balancing among different IAB donor DUs.
Observation 1: If assuming the BAP address in the BAP header is to identify the destination donor CU, BAP PDU with different BAP addresses may be transmitted via one donor DU.
Therefore, in the following analysis of this paper, we assume that the BAP address in upstream packets is used to identify the IAB donor DU. However, RAN2 still needs to ask RAN3 to confirm such assumption.
Proposal 1：For upstream, the BAP address in BAP header should be used to identify the destination IAB donor DU, rather than the IAB donor CU.
Proposal 2: RAN2 sends LS to RAN3 to confirm that the BAP address in BAP header is to identify the destination IAB donor DU for upstream.
The following two options are proposed for the upstream BAP address configuration. 
Option 1: Configure destination BAP address for upstream transmission per access IAB node. This is a simple way, where IAB donor CU only configures one destination BAP address for upstream transmission, with the assumption that the appointed IAB donor DU of the destination BAP address has the connection to all the CU-UPs the access IAB node connects to. In such a way, the IAB donor CU can do global load balancing for uplink transmission among multiple IAB donor DUs, through assigning different destination BAP address to different access IAB nodes. The granularity of such global load balancing is per IAB node.
Option 2: Allow the access IAB node to choose different destination BAP addresses in BAP layer according to upper layer information, e.g. the destination IP address.  In this way, the IAB donor CU can configure more than one UL destination BAP address for an access IAB node. To an access IAB node, each UL BAP address is assigned with one or more destination IP addresses of upstream packet. IAB donor CU will ensure that a destination IP address only be mapped to one UL BAP address in the configuration for an access IAB node. This option enables the IAB donor CU to do load balancing in a more flexible way, compared to option 1.
Proposal 3: For upstream, the BAP address to be added in BAP header is configured based on the destination IP address in the BAP SDU. 
· BAP path ID to be added in BAP header at access IAB node 
In addition to the BAP address configuration, the IAB donor CU may optionally configure one or multiple BAP path IDs towards each BAP address. If more than one path IDs are configured to a given BAP address, the access IAB node needs to decide which path ID to be added in an upstream packets. IAB donor CU may control such decisions for in access IAB nodes in a centralized way, through e.g. assigning a priority level value to each allocated path ID, or configure a mapping relationship from upper layer information to the path ID. The priority level based solution is not as flexible as the upper layer info based solution for the access IAB node, since the access IAB node will always select the path ID with the highest priority unless this path suffers from BH RLF, while the upper layer info based solution enables the access IAB node choose different paths for different packets towards a same destination BAP address. The upper layer information can be the information of UE DRB (i.e. identified by the GTP-TEID). As to the CP signalling, the similar information can be used as in bearer mapping configuration, e.g. F1-AP message type.
If no BAP path ID is configured for a packet towards a BAP address, the default value will be added to BAP header by the access IAB node and the IAB node can select any next hop to transmit this packet. In some scenarios, if multiple BAP path IDs are configured towards same BAP address in the routing configuration information, and no preference is configured by the IAB-donor-CU, then the access IAB node can determine a preferred one by itself.  
Proposal 4: For upstream, the path ID to be added in BAP header is configured based on GTP-TEID or F1-AP message type in the BAP SDU, in case multiple paths towards the same destination are configured.
 BAP routing ID configuration for downstream
Similar to the UL transmission, for the DL transmission, it is the IAB-donor-DU to add the BAP header. The IAB-donor-DU should decide the BAP routing ID for a received DL packet, according to configuration from IAB-donor-CU. 
About how to enable the IAB donor DU derive the BAP address for a DL packet, RAN3 has agreed that “On the DL, the IAB-donor is configurable with information that allows deriving the BAP address from the destination IP address.” in last RAN3 #105 meeting[2]. While for the BAP path ID selection, the configuration can be similar as the upstream, except that the upper layer information can only be the IP header information (e.g. DSCP/flow label, etc.) for IAB donor DU. Considering that the number of routing paths between a given pair of source node and destination node will be limited, e.g. up to 8 paths with the assumption of 4 hops, DSCP will be enough for deriving the BAP path ID. 
Proposal 5: For downstream, the path ID to be added in BAP header is configured based on DSCP in the IP header, in case multiple paths towards the same destination are configured.
[bookmark: _Ref20320104]Issue 2: How to handle the RLF case
According to section 2.1, the access IAB node will add the BAP routing ID for UL packets and IAB-donor-DU will add BAP routing IDs for DL packets, and thus, it is possible that the access IAB node/IAB-donor-DU adds a preferred BAP path ID to a packet, but some BH links along this path may suffer from RLF. To ensure lossless transmission, upon RLF, the intermediate IAB node can forward the packets through other candidate paths. For example, as shown in Figure 1, the link between IAB node 3 and IAB node 1 is failed, but there are still some packets with BAP path ID 2 in IAB node 3, IAB node 3 can send those packets with BAP path ID 2 to the IAB donor via IAB node 2. 
When the intermediate IAB node needs to choose another next hop link different from the one indicated by the entry of the BAP path ID and BAP address, the IAB node may look up the routing table and find another entry with same BAP address by implementation or take the priority level into consideration if the priority level of each path is configured. 
Furthermore, it is also possible for the access IAB node or the IAB donor to select other paths if it knows that some link along the path with the highest priority level is suffering from RLF. For example, the access IAB node or the IAB donor DU may detect that the first hop of the path is failure, or receive RLF notification from intermediate IAB nodes. In such case, the selection of BAP path ID from other inferior candidate paths to same BAP address can also be based on implementation or according to the configured priority level of each path.
.


[bookmark: _Ref15116102]Figure 1. An example of BH link RLF 
Proposal 6: For the source nodes, i.e. access IAB node/IAB donor DU, if the path with highest priority suffers BH RLF, BAP layer selects the other alternative path belonging to the same BAP address by implementation or based on the priority if configured.
Proposal 7: For the intermediate IAB nodes, if the path which is indicated by path ID in BAP header suffers BH RLF, BAP layer selects the other alternative path belonging to the same BAP address by implementation or based on priority if configured.
[bookmark: OLE_LINK36]Issue 3: How to handle the load balancing
In RAN2 #106 meeting, the agreements about routing show that “For load balancing still FFS what is decided locally and/or decided by the Donor.”  In fact, both the global load balancing and local balancing are easy to be achieved through implementation. 
First, it is easy for the IAB-donor-CU to do global load balancing through configuring how to choose the path ID according to upper layer information or assigning preferred path ID with highest priority to the IAB-donor-DU and IAB nodes. 
In addition, for the source node, i.e. the access IAB node or the IAB-donor-DU, if it is aware that the CU preferred path suffers from congestion, it can choose an alternative path with second priority level if configured or totally by the local decision of source node through implementation, and add the alternative BAP path ID to the BAP SDU. 
Moreover, for intermediate IAB nodes, if the path indicated by the BAP path ID is congested or will overload, an intermediate IAB node can choose an alternative path towards a same BAP address also, either according to the configured priority level of each path or local decision by implementation.
Proposal 8: It is up to the IAB donor implementation whether the path selection for local load balancing is allowed, i.e. donor decides whether to configure the preferred path in the redundant paths case.
Issue 4: Whether the BAP path ID can be changed by intermediate IAB node
Based on the analysis in issue 2 and issue 3, it is obvious that re-routing may occurs in intermediate IAB node for some special reasons, e.g. BH link suffers RLF, load balancing. It means that an intermediate IAB node may select another candidate path which is different from the path indicated by the BAP path ID carried in BAP header of a received packet towards the same destination BAP address. A new issue for the re-routing case is that whether the intermediate IAB node changes BAP path ID carried in BAP header or not when it select another path. If the BAP path ID is not changed, all the following other intermediate IAB nodes in the new path may be confused about the BAP path ID in BAP header, since this BAP path ID is different from their configured path IDs towards the BAP address.  To avoid such strange forwarding operation, a simple solution is to allow the intermediate IAB node to reset the BAP path ID to default value, if re-routing is performed.
Proposal 9: if the preferred path indicated by the path ID in the BAP header is not available, BAP layer resets the path ID to the default value in the BAP header, since the previous path ID would become un-applicable in the next hops/nodes.
Issue 5: Size of BAP routing ID
Based on RAN2 agreements, the BAP routing ID consists of BAP address and BAP path ID, the BAP address uniquely indicates a destination node. For upstream transmission, the destination node is the IAB donor, and may be the IAB-donor-DU if IAB donor supports CU-DU split. For the downstream transmission, the destination node is access IAB node. It is straightforward that the number of downstream destination nodes is remarkably larger than the number of upstream destination nodes.  
Observation 2: The amount of upstream destinations (i.e. the donor DU) is much smaller than that of downstream destinations (i.e. the access IAB node) in one typical IAB topology.


[bookmark: _Ref20320150]Figure 2. An example of IAB topology
The BAP path ID should indicate a unique path between the IAB-donor-DU and the access IAB node. For example, as shown in Figure 2, there are four DL paths between the IAB-donor-DU 1 and the IAB node 9, i.e.
Path 1: IAB-donor-DU 1IAB node 1IAB node 5 IAB node 9
Path 2: IAB-donor-DU 1IAB node 2IAB node 5 IAB node 9
Path 3: IAB-donor-DU 1IAB node 2IAB node 6 IAB node 9
Path 4: IAB-donor-DU 1IAB node 3IAB node 6 IAB node 9
In addition, there are three DL paths from the IAB-donor-DU 2 to the IAB node 9:
Path 5: IAB-donor-DU 2IAB node 2IAB node 5 IAB node 9
Path 6: IAB-donor-DU 2IAB node 2IAB node 6 IAB node 9
Path 7: IAB-donor-DU 2IAB node 1IAB node 5 IAB node 9
If the global BAP path ID is configured by the IAB-donor-CU for each source node (i.e. the IAB-donor-DU for downstream, or access IAB node for upstream), the IAB-donor-CU can ensure that each configured path ID for a given source node indicates a unique path between the source node and a given destination node. 
However, if the BAP path ID is only locally unique within one source node, there is a risk of the path ID collision at the intermediate IAB nodes, in case of forwarding the packets from multiple source node to a same destination node. For example, the IAB-donor-CU may assign “00”, “01”, “10”, and “11” to Path 1- Path 4 respectively, and configure the assigned 4 BAP path IDs to the IAB-donor-DU1. Similarly, it may also assign the “00”, “01”, and “10” to the Path 5-Path 7. For the intermediate IAB node 2, when it receives a packet, the BAP address shows that the destination node is IAB node 9,  and the BAP path ID is “01”, then IAB node 2 may be confused when do routing selection, because both path 6 and path 2 have same destination node and same BAP path ID “01”, but the next hop node of the two paths are different (the next hop node should be IAB node 5 for path 2, but IAB node 6 for path 6). 
Observation 3: BAP path ID collision may happen at intermediate IAB nodes, if the path ID is only locally unique within each source node.
The above example is about DL transmission, in fact, the UL transmission may also have similar problem. To avoid such confusing problem of intermediate IAB nodes, there are two solutions, as listed in what follows.
Solution 1. The IAB-donor-CU ensures that each assigned BAP path ID is globally unique for each destination.
Solution 2. Adding information in the BAP address to indicate the source node ID in addition to the destination node ID.
The above two solutions are essentially similar. Both of them suggest to take the source node ID into consideration in the BAP routing ID. Solution 1 will somehow include the source ID info in the BAP path ID field, while the solution 2 uses BAP address to carry the source node ID information. 
Based on observation 2, the number of IAB-donor-DU is remarkably less than the number of IAB nodes. Therefore, for downstream transmission, the number of bits needed to indicate the source node ID is short, while the destination node address ID will be long. For the upstream transmission, the lengths of the source node info and the destination node address are just opposite to the downstream situation. 
According to [4], majority companies thought that 10 bits is enough to indicate an IAB node in BAP layer within an IAB donor. Note that RAN2 has agreed that IAB node can connect to two parent nodes for link redundancy. If we assume that up to 4 hops wireless BH links is supported in Rel-16 IAB, then 3 bits is enough to indicate the paths between one pair of IAB-donor-DU and IAB node. For the CU-DU split IAB donor, if the number of IAB-donor-DU within an IAB donor is less than 8, the 3 bits ID is enough to identify each IAB-donor-DU. Therefore, corresponding to the above two solutions, we may estimate the number of bits needed to design the BAP routing ID with the two solutions separately:
In Solution 1: BAP address + globally unique BAP path ID for the BAP address. For downstream, the BAP address is 10 bits, and 6 bits is for the global unique BAP path ID. For upstream, the BAP address length is 3 bits, and a 13 bits long BAP path ID is needed.
	Solution 1
	Downstream 
	Upstream

	BAP address
	10 bits for the number of IAB nodes
	3bits for the number of donor DU

	BAP path ID
	6 bits: 3 bits for the number of IAB donor DU and 3 bits for the number of the path for each source IAB node
	13bits: 10 bits for the number of IAB node and 3bits for the number of the path for each source IAB node 



In Solution 2: BAP address (13 bits, including source ID) + 3 bits locally unique BAP path ID. The BAP address contains 10 bits destination ID and 3 bits source ID for downstream packet, but 3 bits destination ID and 10 bits source ID for upstream packet.
	Solution 2
	Downstream 
	Upstream

	BAP address
	13 bits: 10 bits for number of destination IAB node and 3 bits for the  source IAB donor DU
	13 bits: 3 bits for number of destination IAB node DU and 10 bits for the source IAB node

	BAP path ID
	3 bits BAP path ID, which is locally unique for each BAP address, i.e. each pair of source and destination node



Obviously, no matter which solution is chosen, 16bits will be enough for the length of BAP routing ID is. The only difference is about the length of the BAP address field and the BAP path ID field. RAN2 can decide which solution is preferred.
Proposal 10: 16bits will be enough to indicate the BAP routing ID.  
[bookmark: OLE_LINK38]Issue 6: Next hop link/node for routing
In last RAN2 #107 meeting, the next hop link/node ID for UL and DL are discussed, and it has been agreed that “For upstream, Cell group ID is used to identify next hop/egress link. For downstream FFS.”[1].
In the case of DL transmission, for a given current node (e.g. an IAB node, or the IAB donor DU), the next hop node is one of its child nodes. Thus the current node should identify a backhaul link towards its child node when do routing selection. In fact, the child node can be identified by various types of IDs. For example, the C-RNTI allocated by the current node for child node, the allocated DU F1AP UE ID for the child node, the BAP address of the child node, IP address of the child node, etc. 
Considering that the DL scheduling and transmission of the DU part will use the child node’s C-RNTI, the current node should be aware of the C-RNTI of child node and the cell in which the child node is located, after the DL routing selection.  Thus, we can deduce that no matter which ID is used to identify the DL next hop link when the BAP layer do routing selection, such ID should be linked to the cell ID (identify the cell that serves the child node) + C-RNTI (identify the child node within the serving cell).
Furthermore, RAN2 has agreed that “the NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB BH links with two parent nodes.” in RAN2 #105bis meeting[5]. Therefore, there are at most 2 UL next hop link, i.e. two parent nodes, for a given IAB node.
[bookmark: OLE_LINK30]Proposal 11: For upstream, at most two next hop IDs are configured for the same destination, in the routing table of an IAB node.
Considering some special scenario, only one next hop node is connected for some nodes, e.g. parent node only has one child node, or child node only has one parent node. In such scenario, the next hop node is the default one to be chosen, which may not need explicit routing configuration from the IAB donor CU. If no routing configuration is explicitly provided, an IAB node will deliver the received packet to the only next hop node in default way if the BAP address carried in the BAP layer is not the IAB node’s own BAP address. Such way can reduce some routing configuration related signalling. 
However, the explicit routing configuration can provide extra benefits in some abnormal case. For example, for an IAB node, if it receives a packet which carries a destination BAP address but it cannot find any routing entry for this destination BAP address, it can think this packet is wrongly forwarded to itself and just discard this packet. In such way, it can prevent some radio link resource wastage caused by forwarding the packet in wrong BH links. But using default forwarding way without explicit routing entry configuration cannot prevent such resource wastage. 
Whatever, whether we need such simplification for routing configuration is worth to be discussed for further step. 
Proposal 12: RAN2 discusses whether it is allowed not to configure the routing table, if there is only one next hop link at the IAB node.
Issue 7: RLF handling of routing for the IAB node connecting to multiple donor DUs
In RAN2 106 meeting, the following agreements about routing in IAB network was achieved [3].
Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
To avoid data loss in IAB network, packets need to be re-routed in the RLF case. As analysed in section 2.2, if multiple entries are configured to a node (either the source node in wireless backhaul link, or intermediate IAB nodes) for a given BAP address, it is possible for this node to choose an alternative routing path if the path indicated by the carried BAP path ID suffers RLF.
As described in section 2.1.1, we assume the upstream destination BAP address identifies the IAB donor DU instead of IAB donor CU. Therefore, multiple uplink routing entries relates to a given BAP address will provide multiple paths to an IAB-donor-DU. To provide link redundancy in case of BH link RLF, it is possible for an IAB node to connect to multiple IAB-donor-DUs, and have one or more paths towards each IAB-donor-DU. 
For example, as shown in Figure 3, IAB node 5 can connect to 3 different IAB-donor-DUs belong to a same IAB donor. There are two different paths between the IAB-donor-DU 3 and the IAB node 5, i.e. IAB-donor-DU 3↔ IAB node 1 ↔ IAB node 3↔ IAB node 5, and IAB-donor-DU 3↔ IAB node 2 ↔ IAB node 4↔ IAB node 5. Only one path exists between the IAB-donor-DU 1 and the IAB node 5, i.e. IAB-donor-DU 1↔ IAB node 1 ↔ IAB node 3↔ IAB node 5. Similarly, there is only one path between the IAB-donor-DU 2 and the IAB node 5, i.e. IAB-donor-DU 2↔ IAB node 2 ↔ IAB node 4↔ IAB node 5.


[bookmark: _Ref20320656]Figure 3. Scenario of BH link redundancy for IAB networks
Based on the example shown in Figure 3, if some link of one path between the IAB-donor-DU 3 and the IAB node 5 is RLF, another alternative UL path can be selected by the IAB node 5 for re-routing. If some link between IAB node 5 and the IAB-donor-DU 1/2 is failure, no alternative path can be used by IAB node 5 for UL re-routing. In fact, if the IAB-donor-CU is not CP-UP split, each IAB-donor-DU can forward the UL packet to the IAB-donor-CU. Even in the case that the IAB-donor-CU consists of one IAB donor-CU-CP and multiple IAB-donor-CU-UPs, the IAB-donor-CU has connections to each IAB-donor-DU, if we can make the following assumption 1, any IAB-donor-DU of an IAB donor can forward the UL UP packet to the right IAB-donor-CU-UP, and forward the UL CP packet to the IAB-donor-CU-CP. 
Assumption 1: In an IAB donor, each IAB-donor-DU can connect to all the IAB-donor-CU-UPs.
With the above assumption, when some link of the preferred path to an IAB-donor-DU is failure, inter IAB-donor-DU re-routing may be used for robust UL transmission. 
Proposal 13: RAN2 asks RAN3 to confirm the assumption 1, i.e. in an IAB donor, each IAB-donor-DU can connect to all the IAB-donor-CU-UPs. 
If the assumption 1 is confirmed, the upstream data can be transmitted via any IAB-donor-DU to the target CU-UP. If the path to the configured or preferred IAB node DU fails, IAB node can switch to another path to the other alternative IAB donor DU within the same donor CU. The alternative IAB donor DU has different BAP address with the original one in the BAP header. In the above path failure case, IAB node can select any next hop link to perform routing, which is not based on the BAP address in BAP header and routing table. This can be considered as the inter donor DU path switch or path redundancy. 
Proposal 14: If assumption 1 is confirmed, IAB node can select any other alternative IAB-donor-DU as the destination, if the path to an IAB-donor-DU identified by the BAP address in BAP header fails. 
If the assumption 1 is not valid, RAN2 may need some standard efforts to support the inter IAB-donor-DU path switching or redundant, since which donor DUs are connected to the same CU-UP needs to be known by IAB node. Otherwise, if such inter-donor-DU path switch is not supported, those upstream packets has to be stored at intermediate IAB node until the path to the given destination IAB-donor-DU identified by the BAP address is recovered.
Observation 4: If the assumption 1 is not valid, RAN2 may need some standard efforts to support the inter IAB-donor-DU path switching or redundant in case of BH RLF.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses remain issues about routing for IAB networks, then we draw the following observation and proposals:
Observation 1: If assuming the BAP address in the BAP header is to identify the destination donor CU, BAP PDU with different BAP addresses may be transmitted via one donor DU. 
Observation 2: The amount of upstream destinations (i.e. the donor DU) is much smaller than that of downstream destinations (i.e. the access IAB node) in one typical IAB topology.
Observation 3: BAP path ID collision may happen at intermediate IAB nodes, if the path ID is only locally unique within each source node.
Observation 4: If the assumption 1 is not valid, RAN2 may need some standard efforts to support the inter IAB-donor-DU path switching or redundant in case of BH RLF.

[bookmark: _GoBack]Proposal 1：For upstream, the BAP address in BAP header should be used to identify the destination IAB donor DU, rather than the IAB donor CU.
Proposal 2: RAN2 sends LS to RAN3 to confirm that the BAP address in BAP header is to identify the destination IAB donor DU for upstream.
Proposal 3: For upstream, the BAP address to be added in BAP header is configured based on the destination IP address in the BAP SDU. 
Proposal 4: For upstream, the path ID to be added in BAP header is configured based on GTP-TEID or F1-AP message type in the BAP SDU, in case multiple paths towards the same destination are configured.
Proposal 5: For downstream, the path ID to be added in BAP header is configured based on DSCP in the IP header, in case multiple paths towards the same destination are configured.
Proposal 6: For the source nodes, i.e. access IAB node/IAB donor DU, if the path with highest priority suffers BH RLF, BAP layer selects the other alternative path belonging to the same BAP address by implementation or based on the priority if configured.
Proposal 7: For the intermediate IAB nodes, if the path which is indicated by path ID in BAP header suffers BH RLF, BAP layer selects the other alternative path belonging to the same BAP address by implementation or based on priority if configured.
Proposal 8: It is up to the IAB donor implementation whether the path selection for local load balancing is allowed, i.e. donor decides whether to configure the preferred path in the redundant paths case.
Proposal 9: if the preferred path indicated by the path ID in the BAP header is not available, BAP layer resets the path ID to the default value in the BAP header, since the previous path ID would become un-applicable in the next hops/nodes.
Proposal 10: 16bits will be enough to indicate the BAP routing ID.  
Proposal 11: For upstream, at most two next hop IDs are configured for the same destination, in the routing table of an IAB node.
Proposal 12: RAN2 discusses whether it is allowed not to configure the routing table, if there is only one next hop link at the IAB node.
Assumption 1: In an IAB donor, each IAB-donor-DU can connect to all the IAB-donor-CU-UPs.
Proposal 13: RAN2 asks RAN3 to confirm the assumption 1, i.e. in an IAB donor, each IAB-donor-DU can connect to all the IAB-donor-CU-UPs. 
Proposal 14: If assumption 1 is confirmed, IAB node can select any other alternative IAB-donor-DU as the destination, if the path to an IAB-donor-DU identified by the BAP address in BAP header fails. 
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